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GENERAL COMMENTS: The authors take advantage of the TOTAL Anomaly 

Detection Initiative platform in the south of France to the skill of an inversion framework 

that uses in-situ measurements from a mobile advice and a Gaussian plume model. The 

authors attempt to identify the location and magnitudes of sixteen controlled releases of 

CO2 and CH4 from a platform that is able to reproduce many common release scenarios 

that one might encounter on operational sites. The authors contest that their inversion 

system has some skill-especially in terms of estimating the magnitude of the leak. The 

main source of errors is attributed to atmospheric turbulence. 

The paper covers a topic relevant for AMT. It is well structured. I recommend publication 

after the comments listed below are considered by the authors. 

We thank the reviewer for this general assessment of our manuscript and for his detailed 

comments which will help improve the text of our manuscript. 

Although well structured, many details of the paper were hard to follow. The clarity of 

the paper (e.g. wording, etc.) could be improved and the manuscript would benefit from 

a good editorial review. I did not include these types of suggestions in this review. 

We will carefully check and improve the grammar, spelling and clarity of our text.  

 

(1) Can the authors note on Figure 1 or somewhere else where the “true” releases were 

from (aka which star)? I notice that one release site is much further than the others. Is 

there anything about this location that follows through to the results (e.g. harder to 

pinpoint or quantify?). 

Only a few but not all of the actual locations of the releases were roughly indicated in Figure 1. 

The size of the ATEX zone (represented by the red line) in this figure was too small to get a 

precise view of these locations and we provided more detailed figures (like Figures 2 and 3) 

with a clearer view of the release locations for few releases only. Following this comment, we 

will clarify the legend of Figure 1 and provide Figure R1 in the supplementary material. This 

Figure R1 shows all the release locations in the ATEX zone (of note is that one release location 

can correspond to different releases since the same equipment was sometimes used for several 

releases).   

The seven releases locations quite distant from the cluster of the other ones (corresponding to 

releases #5, 8, and 12-16) correspond to the larger emission rates ≥ 10 g/s but not to higher 

errors in the release rate or location errors in a general way.  



 

Figure R1: Release locations (red stars) in the ATEX zone.  Different releases can have identical 

locations. 

 

(2) Can the authors further clarify why the Gaussian Plume model is a reasonable 

transport model for their study given some of the inherent drawback the authors note in 

paragraph 255. I found this discussion difficult to understand.  

We will extend this paragraph to clarify our points.    

Beyond the points that the authors list, isn’t this application based on how field data is 

collected – given that the study has constant emissions for each release, are the 

measurement averaging time comparable to the source-to-receptor travel time?  

We are not sure about which "averaging time" the reviewer speaks about. 

Getting some signal along the measurements timeseries means that the measurement period 

(which has started at the start of the release) exceeds the source-to-receptor travel time. We can 

add that the typical time between the first and last plume cross sections (when having more than 

two plume cross sections) is longer than the typical source-to-receptor travel time that we derive 

based on the average wind speed.  

We did not try to average the concentration measurements 2D fields in time neither over the 

whole period of release or over a period adjusted to account for the "source-to-receptor travel 

time" because it clearly appeared that the whole release duration was too short and the number 

of plume cross-sections too small to get the convergence towards the average plume that one 

can expect under constant mean wind conditions but varying turbulent patterns. In practice, 

with only few (Np) plume cross-sections often away from each other, the average of the 

concentrations would have resulted in a Np peak or Np-modal pattern hardly comparable to the 

Gaussian model. This is why, instead of averaging the concentrations, we have compared the 

Gaussian model to each of these Np plume cross-sections. 



It seems like most of their reasons have to do with the fact that the alternatives are just 

too difficult to implement.  

This reading of this paragraph is a bit biased: only one of our four points really corresponds to 

this. The three others indicate that using more complex models would probably be useless (they 

would hardly allow for better results in the experimental conditions tackled during this 

campaign).   

How do expect the Gaussian plume model assumption to impact the uncertainties on their 

results? 

To our knowledge, it is very difficult to quantify the level of uncertainties associated with the 

comparison of the Gaussian model to instant plumes with turbulent patterns. We can claim that 

it is a source of random uncertainty but not of bias (since the Gaussian plume should simulate 

the average plume correctly). Tests with pseudo-data generated with CFD/LES models could 

feed such an assessment, but (1) it would provide typical (nearly qualitative) ideas about the 

level of uncertainties (2) it is out of the scope of this paper. We will now better stress that such 

a comparison between a Gaussian model and instant plume cross-sections is a source of 

uncertainty which is accounted for in the minimization of the cost function (and we will connect 

it to the discussion we already had about the "model error" in section 3.2). 

  

(3) Can the authors better explain how the authors used the Gaussian model to simulate 

mole-fractions (Am) and then use within the inversion to minimize the cost function?  

We will make some efforts to extend our explanations to make them clearer. In particular, we 

introduced a source of confusion by using the same notations (x, y, z) for the Gaussian model 

equation and for the potential source locations in the ATEX zone. We will now use different 

coordinate labels for these two different things. 

We assume that this source of confusion is the main explanation for this general comment by 

the reviewer, since we think that all of the answers to the reviewer's questions within (3) were 

answered to in the original text. In particular, we believe that the content of the second review 

implies a clear understanding of these specific points. 

Regarding this first question, section 3.1 explained how a Gaussian model is used to compute 

concentration fields (using its own x, y, z coordinates), the second paragraph of section 3.2 

explained how the direction of this model was set as that of the direction from a potential source 

location to the centre of the plume cross-sections, and the explanations below equations 4 

indicated how Am is computed from the concentration field simulated with the model. 

Regarding the use of the model to minimize the cost function, see our answers below.   

Where is xe, ye, and Qe specified in the equations? It seems like the authors varied the 

release rate (Qs) which I assume goes into the Gaussian model to create an ensemble of 

modelled concentrations (Am)?  

Yes, this was explained in the third paragraph of section 3.2: the inversion system iterates on a 

set of source location (defined by another coordinate system, different from that of the Gaussian 

plume model) and rates, and for each of them, it computes the concentration field with the 

Gaussian model, then Am and thus J. xe, ye and Qe are the source location and rate which yield 

the smallest J, as was explained in the 4th paragraph of 3.2 (it was also an implicit information 



from the 3rd paragraph). ze was fixed in the experiments shown in our manuscript as was 

explained in the 3rd paragraph of section 3.2. 

Then is ye is just the length of the centroid to the location of the observed mole fraction 

that with that minimizes the sum of the squared residuals for the two terms in equation 

3?  

ye is not a length, (xe, ye) is a position in the ATEX zone. It's definitely the one that, together 

with Qe, minimizes J. 

Same with Qe?  

The system takes (xe, ye, Qe) as the set of parameters minimizing J (the three parameters are 

varied independently to get this minimum). 

What type of minimization scheme did the authors use?  

Looping on all options for (x, y, Q) as explained in the third paragraph of section 3.2. 

These sections need a lot more clarify.  

We are not really convinced by this statement but we will try to extend the explanations as 

mentioned above. We assume that the lack of clarity mainly came from the confusion between 

the two systems of coordinates (x, y, z). As illustrated above, all the information and 

explanations were given in the original manuscript in a structured way. We have to be both 

clear and concise, and we should avoid to explain in details relatively simple things. 

For example, better nomenclature would help explain how the authors run their inversion 

with the plume model.  

Apart from using different letters for the different coordinate systems, we do not see which kind 

of nomenclature should be used. Projecting eq (1) into the system of coordinates used to locate 

the source in the ATEX zone would be useless and extremely complicated. Actually, many 

publications avoid to show equations such as equation (1) and just mention the use of a given 

type of model to simulate concentrations. We provided equations (1) in order to clarify the type 

of Gaussian model used and to document the specific way we set-up its dispersion parameters. 

A simple flow diagram would help here too. 

We think that the protocol is too simple to require a flow diagram. Explaining that  

- we loop over all potential location and rate for the source to find the min for J 

- we use a Gaussian model driven by the direction from the potential source locations to the 

plume cross-sections and by a potential rate to simulate the corresponding amplitude of these 

cross sections  

should be enough. 

 

 

 



(4) Similar questions include: How many ensembles do the authors have for each Ao for 

a given grid locations?  

For each potential location, we simulate the full corresponding concentration field with the 

Gaussian model and the corresponding Am_i for all of the plume cross-sections during the 

release, as explained by the third paragraph of section 3.2. 

Their grid is 2,400 – I assume the authors used all of the Ao one-minute data within the 

“peaks” (obviously excluding those due to turns, weak winds, other criteria mentioned) 

or did the authors average in some way?  

We do not understand this question which is at odd with what the Ao correspond to (we do not 

understand what a "Ao one-minute data" can be). Ao_i correspond to the integral of 

concentrations above the background for the ith plume cross-section during a release, as was 

explained in the third paragraph of section 3.2. We will slightly extend the text to make this 

information easier to catch. 

How many Ao measurements did this amount to for each release? Are the number of Ao 

the same for both gases?  

Table 2 indicates the number of plume cross-sections (also called peak) Np and thus the number 

of Ao per release. It varies depending on the conditions for each release, and thus between 

different CH4 releases as well as between CH4 and CO2 releases. 

All these points should be better clarified in the draft because it is very hard for the reader 

to follow the method, how it was applied, and thus be able to understand the results and 

discussions. 

We find this comment a bit excessive as indicated by our answers above. However, we will still 

extend paragraphs to dedicate more time to the different pieces of information/explanation and 

to better separate them. 

(5) It seems like one of the major assumptions of the work is that the authors provide the 

actual source height of each release to the inversion system. Later, the authors explain 

that this height might be artificially too low due to turbulence. I would recommend 

running a sensitivity test varying the source height. For one, it might show if the source 

height is effectively “higher”, then it explains their results. It would also show the 

sensitivity of the results due to this assumption. 

Figure R2 shows an analysis of the sensitivity of the release rate estimate to the choice of the 

release height (ze). The sensitivity analysis is illustrated for two releases (one of CH4 and one 

of CO2). The release height ze is varied from the actual source height to 12 meters with an 

incremental interval of 0.5 m. These figures show that the release rate estimations increase with 

the increase of the release heights. The lack of continuity in the curve for release-1 is due to the 

discretization in the set of release rates that are tested to find the optimal value (with a resolution 

of 0.05gCH4/s as detailed in section 3.2 and illustrated by Figure R2a)). 

This behavior was expected and implicitly discussed in the 3rd paragraph of section 6 since the 

actual release height is close to or above the measurement height. In such a situation, increasing 

the release height increases the vertical distance between the measurements and the core of the 

Gaussian plume, and thus the amplitude of the modeled plume cross-section for a given release 

rate. Higher rates are needed to get a given amplitude with a higher release height. Therefore, 

we do not provide these results in the supplementary material of this paper. 



However, we will mention the conclusion from such tests in section 6 since they demonstrate 

that at some stage, increasing the release heights can rapidly (after adding 4 meters for the 

release-8 as shown by figure R2b)) yield rate estimates larger than the actual release rates. In 

the absence of robust information on the injection height, the choice of higher release heights 

would be somewhat random and could yield larger biases than the negative one when using the 

height of the source.  

It is important to note that these tests indicate that the estimate of the horizontal location of the 

release is weakly sensitive to the changes of release height. 

The discussion on this topic will be extended to include some of these points in a more explicit 

way. 

 

(a) 

 

(b) 

Figure R2: Estimates of the release rates with varying release heights for (a) release-1 (CH4) 

and (b) release-8 (CO2). The first estimates of the release rates correspond to the actual source 

heights. The dotted red lines represent the actual release rates.  

 

(6) It is unclear how/if the authors estimate uncertainties on their estimated parameters. 

Can the authors please provide more information? If the authors did not estimate them, 

I recommend a sensitivity analysis as noted above to help provide some measure of the 

variability of their estimates to assumptions. The authors must make some attempt at 

estimating uncertainties. 

The proposed inversion framework does not provide estimate of the uncertainties in the 

estimates of the release parameters. However, our inversions are applied to tests with controlled 

releases in which the true parameters are known: comparisons between estimates and true 

parameters is the best assessment of the uncertainties in the method. Based on this comparison, 

our discussion section discusses the uncertainties in the method. It is a common practice for 

sitescale inversion of pollutant emissions, an activity which allows for controlled emissions. 

In many atmospheric inversion cases, the methods cannot be tested with controlled releases and 

different types of assessment of the uncertainties are needed to provide insights about the level 

of reliability. Statistical inversions or sensitivity tests can provide estimates of the uncertainties. 

However, they systematically rely on explicit or implicit assumptions about the sources of 

errors. In particular, critical sources of uncertainties can be missed and the characterization of 

the sources of errors cannot be perfect. We can list many sources of uncertainties here: 



characterizing all of them and quantifying their impact properly with sensitivity tests would be 

quite complex and a full study in itself. But this is out of the scope of our study which is about 

testing and evaluating the technique based on controlled releases.   

 

(7) Can the authors provide a histogram (or something similar) to show how the 5th 

percentile value compares to the other Ao mole fractions for justification of background? 

The term "other Ao mole fractions" confuses the question but the following explanations clarify 

it. 

I would expect that the surrounding vegetation that the authors mention doesn’t have too 

much impact given the short duration of their measurement time period but trucks 

passing by would. If these are just spikes in the data, I can imagine that the authors could 

just remove them. 

As an example, histograms of the measured concentrations at ~0.3-0.4 Hz frequency during one 

CH4 (release-1) and one CO2 (release-2) release are shown here in Figure R3 for the reviewer’s 

reference. Similar types of histograms are also observed for other releases.  

However, such histograms cannot help understand the variations of the background aside the 

plume cross-sections. These variations must be directly analyzed on series of measurements 

such as those shown in Fig 2(c).  

As discussed in the manuscript, the baseline outside the plume cross-sections is smooth for the 

CH4 releases, while it is noisy in some of the CO2 releases. However, even for CO2, we do not 

observe "spikes" in these timeseries. In any case, if infrequent, such spikes would hardly perturb 

the baseline during plume cross sections (or it could easily be detected in the shape of the plume 

cross-sections) nor enter into the computation of this baseline based on the 5th percentile of the 

values, which is the only thing that matters here. Therefore, there should not be any need to 

remove such spikes. 

 

(a) 

 

(b) 

Figure R3: Histogram of the observed mole fractions at ~0.3-0.4 Hz frequency for (a) release-1 

(CH4) and (b) release-8 (CO2).  

 



(8) The location error for CH4 is very large  

We discuss this point in section 6 and acknowledge it is large. 

especially given the size of the domain and potential release location sites (in general – 

how far apart are these?  

The distances between all these release points vary from ~2m to ~38m with an average distance 

of ~20m.  

Hard to tell from the schematic – 

As said earlier, we will now provide the figure R1 in supplementary material which is clearer 

about this. 

I would assume that the average spacing between these would act as a design requirement 

for the inversion). 

We do not agree since the inversion is not aware of the different locations from which the 

releases can be made. The "potential source locations" in the inversion cover the whole ATEX 

area. 

I suspect that this may have something to do with the fact that the inversion is very 

underdetermined. Is there any additional information that the authors could provide the 

system to help reduce the location errors? 

We invite the reviewer #1 to read the answer to the second review on this topic. In theory, the 

problem is not underdetermined. In practice, we did not find an easy way to constrain it fully 

properly to get precise location estimates. The discussions on this point and on further 

improvements to better constrain the problem will be extended in section 6. 

For example, the authors noted the potential release sites – if these are known a priori, 

the authors could limit their estimated locations to solely these grid cells.  

We can definitely decide what is the level of knowledge of the inversion on the release 

locations. However, our aim is to evaluate the potential of the method for realistic situations 

where the area of the fugitive leaks would be roughly known but where we would be looking 

for the precise location of these leaks. The knowledge which corresponds the best to such a 

situation during the controlled releases is limited to the information that the source is within the 

ATEX zone.  

In practice, "blind releases" were conducted during the campaign to test systems for real 

situations of fugitive leaks: the participants knew that the releases occurred in the ATEX zone, 

but did not know about the list of potential point of releases shown in Figure R1 (nor about the 

release rates). Those are the conditions we have followed even after having obtained the 

locations and rates for all releases. 

We will insert text regarding this discussion in section 3.2. 

 

 



At the very least, the authors could probably make some gross a priori assumptions about 

where they are not release locations to eliminate part of the solution space. 

If gross assumptions allow for excluding a part of the ATEX zone, then we have all reasons to 

assume that the inversion system will not estimate that the optimal location is in this part. 

Therefore, there is no need to exclude this part from the process before the inversion (there is 

no need to decrease the cost of the current computations). 

   

(9) Following (8) and (1) – can the authors say something about the location of the 

“potential” release points (some are bunched together while another is much further away 

and their results? 

See Figure R1 and our answers to (1) and (8).  

 

(10) I am not sure if averaging such a large variation of errors is really a representation 

of the expected errors – especially for only 7 samples. Can you justify? 

The result section discusses more deeply the distribution of errors. Furthermore, if speaking 

about the errors on the release rates, few of them exceed 30% so that the indication in the 

discussion and conclusion of the 20-30% average error can be viewed as conservative (the 

average is pulled upward by few large values) and makes sense.   

 

(11) Given the range of the release magnitudes – I think it would be nice to see some 

standard error statistics instead of relative error in the results. 

We do not understand this point. We would actually answer that because of the wide range of 

release rates, it makes more sense to analyze scores of relative rather than absolute errors. 

The transport of CH4 and CO2 at the temporal and spatial scale of our experiments is linear, the 

precision of the instruments used to measure CH4 and CO2 is very fine, and the variations of 

the CH4 and CO2 are very low compared to the amplitude of the concentrations in the plume 

cross-sections. Therefore, in theory, the relative error should be the same whatever the actual 

release rate. 

Making statistics with absolute errors would be roughly equivalent to focus on the results from 

the 45gCH4/s release for CH4 and from the two 150gCO2/s releases for CO2. 

 

(12) Why aren’t there error bars on Figure 5?  

Because our final error bars arise from statistics over all these individual bars. See our answer 

to (6). 

Having CH4 stacked on CO2 begs for a comparison between the two but they aren’t 

because releases go from 1-16. I would recommend putting these plots side by side instead. 

See our answer to (11): we disagree with this attempt at comparing absolute errors. For the sake 

of visibility, we thus prefer to keep the figure as it is. 

  



(13) Is one of the main reasons the authors used CO2 and CH4 is because of the 

background issue?  

Yes. The difference of precision of the CH4 and CO2 measurements should be another one even 

though these precisions are so fine that it plays a minor role in the resulting uncertainties. 

For replication sake, it would have been nice if the authors mimicked their release of CO2 

and CH4 (aka same locations, magnitudes, durations, etc.) to be able to compare these. I 

understand that the authors cannot rerun the experiment but maybe the authors can 

group the releases into “similar” types between the two gases to help with the 

interpretation of results later on? 

The comparison between the relative error obtained for CH4 and CO2 should be the best way of 

comparing the impact of having different types of background and measurement precision for 

CH4 and CO2. See our answers to (11) and (12). However, the CH4 and CO2 releases occurred 

under very different wind conditions, which is the main driver of the differences between the 

results obtained for CH4 and CO2. Connecting large or small CH4 and CO2 releases would 

further artificially increase this effect of the limited sampling of wind conditions for each 

species. For these different reasons, we do not agree with such a suggestion. 

 

(14) What can the authors say about the practical application of their results? If the 

authors need 30 min of sampling – e.g. to improve their estimations – is this typical 

duration of an intermittent event? 

We think that these points were properly discussed in the introduction and in section 6 but we 

will slightly extend these sections to improve the clarity.  

Saying 30 min releases would allow for more precise estimates does not imply that the results  

obtain with less than 10 min release are useless. 30% precision estimates of releases can be 

extremely useful in many cases. As said in introduction, all types of event can be encountered 

in industrial sites emitting CH4.  

How many samples would the authors be able to get in a realistic event? 

This depends on the targeted sources. The duration of fugitive leaks can range from few seconds 

to more than 1 year. If turning the question into "How many samples would the authors need to 

get a good estimate" than answer would depend on the target precision. This targeted precision 

depends on the needs from end users.  

Our reasoning goes the other way around: for the given emission duration, we provide a typical 

number of samples and a typical precision of the release rate estimates. 

The authors will always have a sampling bias during the day  

Why ? the instruments presented in this study can be operated during nighttime and we have 

Gaussian model formulations for nighttime conditions.  

so what does say about their methods?  

The topic of the need for continuous monitoring of the emissions and how the focus of our study 

fits into this more general topic was discussed in the introduction. 

How would the authors extend this for something more useful and practical for operators? 



We believe 30% precision instant estimates of releases from industrial sites are currently useful 

for operators, most of who do not know the typical magnitude of the emissions from their sites. 

As detailed in the introduction, the controlled releases were designed and organized by TOTAL 

in order to support the development of solutions for the sites they operate. 

This study mainly aims at supporting the development of systems that could be used 

operationally. We believe that the test of methods and the results presented here go in this 

direction. 

 

(15) Again, I think presenting the results in relative errors is a bit misleading  

See our answers regarding this point. 

and I don’t think that the authors demonstrated much skill in actually identifying the 

location of the leak – which is key for the application of this work.  

We think that we properly discussed this point in section 6 and acknowledge the limitation for 

the source location.  

In addition to our previous answers regarding these points, we should mention that the target of 

the release rate when knowing the release location is a topic of many papers in this research 

domain and section 6 provided some positive comparisons to past studies regarding this. 

I don’t think this warrants a rejection of the paper but a more realistic description of their 

results and methods.  

Given the various comments and questions from the reviewer and our answers to those, we do 

not understand the meaning of the term "realistic" in this sentence. 

I think that detecting and quantifying release may just require a better transport model 

– even if it is just slightly more sophisticated (e.g. AERMOD). 

This assumption is regularly raised but in practice, for experimental conditions similar to that 

presented here (in particular with flat terrain), one can hardly find publications demonstrating 

the need for using models more complex than Gaussian models. Furthermore, in practice, the 

systems commercialized for the monitoring of CH4 emissions generally rely on mass balance 

approaches or Gaussian models (Fox et al, 2019; Mønster et al, 2019, etc.).   

 

(16) The authors suggestion of a hybrid approach is intriguing. Is there any other work 

that explored these ideas? 

We are not aware of such a hybrid approach in the literature. This idea follows the rationale we 

develop in section 6. We wish to explore this in near future.  
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