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Response to reviewers
General comments:

We would like to thank each of the reviewers for their time spent and comments provided. They showed a
clear appreciation and understanding of the work presented, and have provided useful and constructive
suggestions for improvement and/or further work. We provide responses to each reviewer below, with our
responses to each comment shown in green. Line numbers stated in response refer to those in the marked-up
document, which follows.

RC1: Anonymous Referee #1

The paper at hand, "AMM15: A new high resolution NEMO configuration for operational simulation of the
European North West Shelf" describes in some detail the benefit from using an eddy-resolving model of the
entire shelf, rather than just in limited, usually near-shore regions. The upgrade from the former system is not
limited to a horizontal scale change, as everything except atmospheric forcing, vertical mixing and vertical
resolution, has undergone a revision. A practical and very sensible choice.

The paper is excellently written. | think it would benefit from just a few points of clarification.
Comments.

p.5 line 5. Is the tidal forcing an open boundary condition or applied in the entire domain as a tidal potential?
Not clear exactly how this is implemented. The paper says, "The amplitude and phase is provided for 12 tidal
constituents (surface height and velocity)". Does NEMO convert this TPX input to forcing terms?

Tidal forcing is applied as both a tidal potential over the entire domain, as well as forcing at the open
boundaries. The TPXO data is used specifically to provide amplitude and phase at the lateral boundaries. This
has now been clarified in the text as follows:

P6 line 4: Tidal potential is calculated across the domain for 12 constituents. In addition to this, tidal forcing is
applied along the lateral boundaries. Forcing has been applied using the Topex Poseidon crossover solution
(Egbert and Erofeeva, 2002), TPX07.2, Atlantic Ocean 2011-ATLAS. For each of the 12 constituents, amplitude
and phase (surface height and velocity) was obtained at a resolution of 1/12e.

p.5 line 20-27. Not entirely clear if the river data is applied as an annual climatology (one single average value
per river) or daily climatology (the annual cycle included). | assume the reason for not using time series rather
than climatology is that this was not available at the time.

The river data is applied as a daily climatology, so provides an annual cycle. This has now been rephrased to
clarify:

River runoff is based predominantly on a daily climatology of gauge data, averaged over 1980-2014.



For AMM15, we believed this to be the best available product at the time. As stated in section 2.4, AMM7 had
used timeseries from the E-HYPE hindcast data set. However, this data was believed to be the source of fresh
water biases in areas such as the German Bight (O’Dea et al., 2017), so we chose not to use this data in
AMM15. There were no other domain-wide timeseries available at the time. However, alternative data sets
are being investigated for operational implementation, which would allow for interannual variability in runoff
(see further comment below).

p.5 line 28. Please state the horizontal resolution of the atmospheric forcing. Only time resolution is given.
Done.

Atmospheric forcing is taken from ... ERA-Interim (Dee et al., 2011). This has a spectral resolution of T255 (~79
km).

p.6 line 14. Are you stating that the use of river climatology based on gauge data is to be prefered over runoff
time series based on a hydrological model?

As stated above, we decided that a runoff climatology was to be preferred over the E-HYPE data set that we
had used previously. We would ideally want to include interannual variability in a hindcast simulation, and
other solutions are being investigated for future use. However, we did not have access to a suitable alternative
at the time.

To clarify that this choice related to a specific E-HYPE data set (version2.1) rather than hydrological models in
general, we have specified the version number of the data set that was used:

... in AMIM7 the rivers were based upon the European version of the hydrological model HYdrological
Predictions for the Environment (E-HYPE, version 2.1) (Donnelly et al., 2015). ... fresh water biases in areas such
as the German Bight in AMM?7 have been attributed to large riverine flux from this data set (O’Dea et al.,
2017). This forcing data was then not chosen for AMM15.

p.12 line 1 and p.18 line 22. The (increased) fresh water bias in the Norwegian Trench is probably rightly
connected with the Baltic boundary, which in AMM15 lies south of the Belt Sea. Is there any indication of the
correctness of the modelled transport thru the Danish Straits? A large error could exist, possibly stemming
from the not very realistic (in this region) 10m minimum depth. How does the model Belt Sea cross-section
area, net water transport out of the Baltic, and fresh water export, compare with reality? It is also possible
that the boundary data (from Grawe et al.) is too fresh. This is one instance where the AMM15 high
resolution model in some respects is described as leading to worse results than the previous 7km model. It
could well be examined just a bit further, not necessarily by further experiments, as stated in the Conclusion.
But using the data at hand. But that is just a suggestion.

We feel that the representation of the Baltic boundary is worthy of further study, which is outside the scope of
this paper. However, we appreciate the reviewer’s suggestion, and given their comments, we have provided
further comment on the differences between the two models in the Baltic:

P11, L28: The anomalies in this region are at times larger than those in AMM?7, however there have been
significant changes to the Baltic boundary conditions between the two models. Aside from the change in
location, AMM15 also has the addition of SSH and barotropic currents forcing at the boundary (where there
was none in AMM?7). Therefore, we may expect significant changes in transport through the region, which
would affect the Norwegian Trench heat and salt transport.

P17, L32: Given that both the Atlantic and Baltic boundaries have been altered in this configuration, the impact
of such changes on the Norwegian Trench transport should be the subject of further study. While the addition
of barotropic forcing at the Baltic boundary should lead to improvements in AMM15, 1.5 km resolution is still



relatively coarse when compared to narrow channels within the Danish Straits. It is also possible that the
difference in SSH forcing used at the Atlantic and Baltic boundaries could lead to an inaccurate flow through
the region [e.g. Mattsson, 1996]. Further work is needed to assess whether the anomalies seen in AMM15
result from limitations in the model grid and bathymetry, or forcing at either the Baltic or Atlantic boundaries.

p.12 line 8. How large is the fresh water reduction, in %?
The percentage difference is now stated in Section 2.4 as follows:

P7, L7: ... fresh water biases in areas such as the German Bight in AMM7 have been attributed to large riverine
flux from E-HYPE [O’Dea et al., 2017]. The mean total freshwater input from E-HYPE v2.1 was found to be ~18%
larger than the climatology. This forcing data was then not chosen for AMIM15.

p. 13 Fig. 5. Some of the graphics is white and thus invisible.

We have modified the colour scale to avoid the use of any white points, and improve the clarity here.
Typos:

p.4 line 14. Kattergat -> Kattegat

Done

p.16 line 6. uses of a -> uses a

Done



RC2: Anonymous Referee #2
General comments:

The paper "AMM15: A new high resolution NEMO configuration for operational simulation of the European
North West Shelf" describes the upgrade of the current operational NEMO setup AMM7 run at the UK Met
Office. In addition to the higher horizontal resolution of 1.5 km compared to 7 km in AMM?7 there are also
changes in bathymetry, model domain and boundary conditions. A good description of all major changes is
given and results from the old and the new setup are compared to some extent. The paper is very well
structured and written! It is, however, missing some aspects and would benefit from addressing some central
questions.

An analysis of ocean current, transport and eddy kinetic energy is missing. At least a subchapter on current
should be added to complete the paper.

We feel that analysis of currents and eddy kinetic energy (EKE) across is the domain is worthy of further
investigation, and would be appropriate for a separate study rather than subsection here. We expect there to
be larger differences seen within the small scale currents, and therefore more in depth comparison with
observational campaigns is the subject of on-going work. Given that this study focuses on comparison of
climatology on a domain-wide scale, we feel that such analysis is outside the scope of this paper. However,
given the reviewers comment we have added comparison with tidal current meters, which will dominate the
large scale circulation across the shelf (see below).

Central questions:

What is the purpose of the model? (If it shall be used in operational ocean forecasting: What are the main
applications? What kind of output is needed? At what level of quality?) Answering these questions would
naturally contribute to answering the central question (Q1) to be answered for all models in operational use: Is
it fit for purpose?

Another aspect that needs to be addressed is the downside of upgrading to higher resolution: higher
computational demands, increase in needed storage capacity and transfer time and very important for an
operational model: the increased effort to extract the needed information from an increasing amount of data
on the customer side. A table which compares AMM7 and AMM15 regarding number of wet grid cells, CPU
time and storage needed should be added. In addition to question Q1 above a 2nd question (Q2) should be
addressed: Is the upgrade worth it? (What was the expectation when starting the upgrade process? Has it
already been reached? What is left?)

Based on these comments, we have added additional information on the operational system, future
developments, and resulting outputs of interest. While there are developments yet to be made, the model has
already shown to be fit for purpose, with comparable if not improved performance across the region. This new
system also provides greater potential for future improvements. Further information and comments have now
been added to the paper as follows:

Introduction (P2, L12):

This configuration will typically be used to produce forecasts on time scales of hours to weeks. Surface products
are made available on hourly to sub-hourly timescales (e.g. temperature, salinity, velocity and surface height),
with full-depth products also available on hourly, daily and monthly timescales. The full operational system will
include data analysis. This system may also then be used to produce decadal reanalysis products, similar to that
produced for the existing operational domain [O’Dea et al., 2017].



Before the inclusion of data analysis, it is important to understand any underlying biases in the free-running
model, along with potential model drift. Here we present a 30 year non-assimilative run ...

Model Description (P3, L25):

Compared to AMM7, the number of wet cells has increased by a factor of ~15. While the operational run time
is still uncertain (pending future developments), the physics only AMM15 configuration takes approximately
400 node hours per day, compared to 20 node hours per day for AMMY7. The storage costs have also increased
(by a factor of ~11 for standard daily output files).

Boundaries (P5, L25):

For operational purposes, alternative boundary conditions will be used for both the Baltic and Atlantic
boundaries. For the Atlantic, these will be derived initially from a 1/12deg configuration of the North Atlantic
(NATL12). For the Baltic, boundary forcing will be provided from operational forecast products available
through the Copernicus Marine Environmental Monitoring Service. However, neither of these data sets are
available over a sufficient time period be used for this long hindcast.

The operational system will make use of the higher resolution ECMWF Numerical Weather Prediction model.
Discussion (P19, L27):

The increased resolution does make this model more expensive to run. However, the capacity is there to
provide this new system, and with increased resolution there is greater potential for added value to end users.
The full operational system will use different boundary conditions and include data assimilation. Therefore, it is
not possible to say for certain how the skill of operational forecasts will compare with the existing system.
However, this study provides insight into how the physics-only configuration performs, and where we should
expect to see improvements compared to the existing 7 km domain. While some biases are common between
the two models, there is an overall improvement in mean climate across the North West Shelf, and there is
plenty of scope for further improvement.

With the increased resolution allowing for improved representation of mesoscale to submesoscale processes
across the domain (such as eddies, fronts and internal tides), there is a wide scope for process studies here. The
impact of such processes on forecast skill, will also be the subject of further study.

Specific comments:

CT1: Page 3, line 4: ... 'vertical cells can be masked ...’ How is this masking implemented? Percentage of cells
masked?

This masking is determined based on the steepness of bathymetry. Model levels are smoothed to reduce
pressure gradient errors, based on an envelope bathymetry. Any levels which are then deeper than the original
bathymetry are masked. This is now clarified here in the text:

To reduce such errors, vertical cells can be masked over slopes which exceed a specified value, ... . Terrain
following coordinates are fitted to a smoothed envelope bathymetry, with the level of smoothing based on the
chosen rmax value. In regions where the smoothed model levels become deeper than the input bathymetry,
these levels are then masked. The rmax value was here chosen to be 0.1. ...



CT2: Page 4, lines 3-5: Looking at Figure 1 it seems to be more natural to include the Bay of Biscay completely.
Why was the southern open boundary chosen parallel to the Spanish coast?

The choice of boundary locations is already discussed on these lines, and earlier in Section 2.2. To include the
whole Bay of Biscay, we would want to have the southern boundary further South along the Spanish coast,
similar to the location used in AMM7. However, AMM15 has also been designed for use in coupled
simulations, as stated on P4, lines 1-3. The existing domain was chosen with consideration of the Alps in
relation to the location of the atmospheric boundaries. Having a southern boundary at the location used in
AMMY7 would also have led to an atmospheric component which covered a portion of the Mediterranean
(which is masked in AMM?7). So aside from the smaller computational costs, there were practical scientific
justifications for the choice of boundaries.

To clarify this reasoning the text has been modified as follows:

... domain boundaries were chosen carefully, to ensure that they would not limit representation of major
current pathways, whilst also ensuring that the grid would be compatible with coupled simulations (e.g.
considering location of mountain ranges and the Mediterranean within the domain used for ocean-atmosphere
coupling) (Lewis et al., 2017). This chosen common domain is now also in use at the Met Office for uncoupled
operational UK weather forecasts (extending the existing UKV, e.g. Tang et al., 2013)

CT3: Page 4, lines 7-10: This seems to be an argument to include the overflow regions in the high resolution
model setup to overcome the problems of simulating overflows in coarse models.

While we would expect to see improvement in the overflows with increased resolution across the Iceland-
Faroe ridge, to accurately represent this region, the domain would have to be extended significantly further
north, leading to a large increase in computational resource required (even without the consideration of
coupling). In Section 3.2, we also discuss the fact that AMM?7 has a cold, fresh bias introduced at the north-
western boundary, along the Iceland coast. Having the domain south of Iceland then reduces the risk of such
biases being introduced to the domain.

CT4: Page 4, lines 11-14: To move the boundary inside the Baltic Sea has some implications: If
boundary conditions from another model shall be used (in this case from Grawe et al., 2015) it must be
ensured that both models show an equal resistance of the Danish Straits (meaning the same water level
gradient across the Straits leads to the same volume and salt (!) transport, see, e.g., Mattson, 1996 a,b).
Comparing the horizontal and vertical (!) resolution and the bathymetry of Grawe et al., 2015 and the AMM15
setup and further looking at the results presented later on, this is obviously not fulfilled and should be
addressed in future studies.

We agree that further studies should focus on the impact of changes to the Baltic boundary, and whether the
transport through the Danish Straits is truly resolved. We do not have access to the full model configuration
presented in Grawe et al., 2015, so are unfortunately not able to carry out the suggested comparison here at
this stage.

For the operational set up, alternative boundary conditions will be used (now stated in Section 2.3), and
therefore further investigated. We appreciate the reviewer’s comments here, and will certainly take them into
consideration during this process.

While further analysis is outside the scope of this paper, given these comments, we have expanded the
discussion within the paper as follows:

P11, L28: The anomalies in this region are at times larger than those in AMM?7, however there have been
significant changes to the Baltic boundary conditions between the two models. Aside from the change in
location, AMM15 also has the addition of SSH and barotropic currents forcing at the boundary (where there



was none in AMM?7). Therefore, we may expect significant changes in transport through the region, which
would affect the Norwegian Trench heat and salt transport.

P17, L32: Given that both the Atlantic and Baltic boundaries have been altered in this configuration, the impact
of such changes on the Norwegian Trench transport should be the subject of further study. While the addition
of barotropic forcing at the Baltic boundary should lead to improvements in AMM15, 1.5 km resolution is still
relatively coarse when compared to narrow channels within the Danish Straits. It is also possible that the
difference in SSH forcing used at the Atlantic and Baltic boundaries could lead to an inaccurate flow through
the region [e.g. Mattsson, 1996]. Further work is needed to assess whether the anomalies seen in AMM15
result from limitations in the model grid and bathymetry, or forcing at either the Baltic or Atlantic boundaries.

CT5: Page 4, lines 26-28: Not to include wetting and drying and to specify a minimum depth of 10 m seems to
be contradictory to the high horizontal resolution and can, depending on the purpose of the model, present a
severe drawback. Major improvements when going to a much higher horizontal resolution are expected due
to the better representation of bathymetry and coastline. The model region has a substantial portion of
shallow coasts including large tidal mud flats. A minimum depth of 10 m at a horizontal resolution of 1.5 km
seems to be inappropriate in this case. It is intended by the authors to be improved in future versions of the
model and should be in the focus.

Wetting and drying is not currently available within NEMO vn3.6, but is in development for vn4.0. With no
wetting and drying, a minimum depth has to be imposed on the bathymetry, to account for the large tidal
amplitudes which may occur across the domain. We agree that the minimum depth imposed is a substantial
limitation, and have already discussed the potential impact on tides on pages 8-9. However, we have also
added further emphasis on this, with the following added to the discussion.

... it is then reassuring to see that AMM15 continues to provide a reasonable representation of the major tidal
constituents. The minimum depth within the model remains a limiting factor here, so future improvements will
focus on the addition of wetting and drying within the domain, which is currently in development for NEMO
vn4.0.

We have also clarified that this choice is down to the fact that wetting and drying is not available. The
following is stated in Section 2.2:

... minimum depth is specified as 10 m. While the tidal range may be smaller in other regions, this domain-wide
minimum depth was chosen for simplicity, as well as consistency with previous configurations. Wetting and
drying is not available within NEMO vn3.6, however it is currently under development for NEMO vn4.0. This
capability will then be a priority for future development of AMM15.

CT6: Page 4-5: Chapter 2.3 is called ‘Forcing and Initialization’ but information on initialization is missing and
should be provided for temperature and salinity at least. Was it the same for AMM7 and AMM15? (Figure 8 b,
d hints to differences in initialization.)

Both models were initialised with conditions from ORCA025 simulations, which are the same as the respective
forcing products for the two models at the time of initialisation. This differs for the two configurations. We
have now clarified this in Sections 2.3 and 2.4 as follows:

P5, L17: For 1985-1988, ... . This same simulation provided the initial temperature and salinity conditions for the
AMM15 hindcast, with the model initialised from rest on 1% January 1985.

P6, L26: The simulations used to initialise and force AMMY7 differ to those used for AMM15. As with AMM15,
the period prior to 1990 has been forced with a free-running simulation, which also provided the initial
conditions for 1981. However, the period of GLOSEA ...



CT7: Page 5, lines 13-16: See CT4, the ratio of SSH difference across the straits and the volume transport
should be checked.

As mentioned in response to CT4, we unfortunately do not have access to the full Grawe et al. 2015
configuration. We agree that further studies should focus on the impact of changes to the Baltic boundary, and
whether the transport through the Danish Straits is truly resolved. We appreciate the reviewer’s comments
and will certainly take these into consideration during future model developments.

CT8: Page 6, lines 24-26: The RMSE for amplitude in Table 1 shows an increase from AMM7 to AMM15 in all
constituents but O1. Having the much higher resolution in AMM15 (and therefore much higher computational
load) and that a new bathymetry was introduced (which is a major effort, when setting up a new model) in
mind, a substantial improvement in reproducing tides should be expected; coming back to question Q2 (Is it
worth it?). Especially the large increase in RMSE for M4 points to a severe problem, as M4 is much more
influenced by the internal dynamics of the model as by the boundary conditions compared to all other
constituents. Is seems that some further adjustment of the bathymetry and/or boundary conditions is
needed. (Some one year model runs where a fraction of the M2 tidal amplitude is added/subtracted from the
bathymetry might be a starting point.) And comment CT5 has to be mentioned again: Probably the mismatch
of horizontal resolution and handling of shallow water strikes harder in the AMM15 setup than it did in the
coarser AMMY7. To introduce drying and flooding in the model and get rid of the minimum depth should come
with a major improvement of tides along the coast.

As we mention in the paper, significant effort has been put into AMM?7 over the years, to adjust parameters as
well as the LSM to produce the best possible tides within the model. This time has not been spent with
AMM15, since as the reviewer suggests, future development should initially look towards developing wetting
and drying. Given this future development, we wanted to ensure that the neither the bathymetry or land-sea
mask was overly modified from the original interpolation at this stage.

Given the fact that no tuning has been carried out, we feel encouraged that the majority of constituents show
errors of a comparable magnitude. However, we agree that the minimum depth is a major limitation, and have
now placed further emphasis on this within the text (as mentioned in response to CT5 above).

CT9: Page 9, line 10 & Page 10, line 28: The simulation of SST in an uncoupled model run is strongly dependent
on the SST used as lower boundary condition in the atmospheric forcing, i.e. ERA-interim. Depending on the
connection between the OSTIA SST product and the SST from the ERA-Interim product it might be helpful to
introduce a 3rd row in Figure 3 showing the differences of ERA-Interim and OSTIA SST. It seems sensible not to
expect smaller differences in the model than in the forcing data set (at least not on larger scales).

We do not currently have the ERA-Interim SST, so are unable to confirm the difference between that and
OSTIA. However, we appreciate the reviewer’s suggestion that this will be a limiting factor on the simulated
SST error. Rather than adding the suggested third row to Figure 3, we have instead chosen to add a comment
to the discussion here, to acknowledge that both OSTIA and ERA-Int SST will have a margin of error, which is
likely to affect the biases shown here:

P12, L1: ... used to force both simulations. If the assumed SST in ERA-Interim differs to that of OSTIA, then this
will be a limiting factor in the ability of the model hindcast to reproduce the observed SST.

CT10: Page 10, line 21-24: See C4



As above, we appreciate that this warrants further investigation. While further analysis is outside the scope of
this paper, we have expanded on this discussion to further acknowledge the differences between the two
models (as detailed above).

CT11: Page 17, Figure 8 For the salinity in Figure 8 (b), (d) it seems that the AMM7 model is converging
towards the AMM15 solution. Did both models start from the same initialization? If not, what are the
differences?

Both models were initialised with their respective boundary forcing, from ORCAO025 free simulations. This has
now been stated in Section 2.4 (see CT6). For AMM7, the model was initialised with in 1981. For AMM15, the
model was initialised in 1985. There may well be differences in the two data sets used here then. The reviewer
is correct that both initialisation and boundary forcing will likely place a part in this trend, so this has now been
stated here:

It is unclear what may cause the freshening seen in AMM?7. However, this may be related to the different
boundary conditions and initialisation. Both models are initialised and forced with free-running simulations
prior to 1990. As AMM7 appears to drift towards the AMM15 mean value, this suggests there may be a larger
difference between consecutive forcing sets for AMM?7. The trend here may then be an adjustment of towards
the state of the GLOSEA ocean.

CT12: Page 18, lines: 7-9 This should be concretized in the light of question Q1 and Q2. Is the improvement at
the present stage sufficient to put the AMM15 into operation (having the much higher costs in mind)?

While this model is more expensive, improvements have already been seen and it has greater potential to
provide an improved service through the coming years. This is now stated in the discussion (see response to
Q1,2).

CT13: Page 18, lines: 9-11 This leads to the question: Why has, e.g., the vertical resolution not been
improved from AMM7 to AMM15? This is easily done compared to changes in the horizontal resolution and
doesn’t lead to the same increase in the need for computational resources.

In shallow regions across the shelf, the vertical resolution will already be relatively high, with 50 vertical levels
over depths ~10-50 m, the vertical resolution will be <=1 m (much less within surface layers using the
stretched coordinate system). Therefore, it is felt that improvements in vertical mixing parameterisations or
light attenuation schemes are likely to give a greater impact here. Increasing the vertical resolution further
may also lead to stability issues in regions were the depth approaches 10 m.

CT14: Page 18, line 20: The assessment of transport is for sure an important issue. Before looking into this
integrated quantity it would be advisable to look into the current. It can be expected that the step change in
horizontal resolution from AMM7 to AMM15 has the largest impact on ocean current (and not on temperature
and salinity). Despite the fact that there is a lack of observations for a proper validation on regional scale, it is
therefore suggested to add a subchapter on currents. A comparison of mean surface and vertical integrated
currents from AMM7 and AMM15 would already be a substantial contribution to the completeness of the
paper. To add an estimate of eddy kinetic energy from both models would be perfect.

We feel that analysis of currents and EKE across is the domain is worthy of further investigation, and would be
appropriate for a separate study. We expect there to be large differences seen within the small scale currents,
and therefore more in depth comparison with targeted observations is the subject of on-going work. Given
that this study focuses on comparison with climatology on a domain-wide scale, we feel that such analysis is
outside the scope of this paper. However, in light of the reviewers’ comments we have added analysis of tidal



currents, which make a significant contribution to circulation across the shelf. The summary statistics from this
analysis is now shown in Table 1, and reference to these results has been added in Section 3.1:

P7, L24: A summary of errors in the semi-major axis of tidal currents is also presented in Table 1. This analysis
follows the same method used in Guihou et al. [2017]. Again, the RMSE and bias are found to be of a similar
magnitude in the two configurations, but with a slight increase in both M2 and MA4.

A note on the need for further studies has also been added to the Discussion:

P20, L21: Further work is also needed to assess currents and transport within the region, along with their
impact on model hydrography.

L33: With the increased resolution allowing for improved representation of mesoscale to submesoscale
processes across the domain (such as eddies, fronts and internal tides), there is a wide scope for process studies
here.

References:
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RC3: Anonymous Referee #3

This paper describes the development of the new UK operational forecast model for North West European
shelf seas (AMM15). This model will be replacing the current operational model (AMM?7). The predominate
change is the horizontal grid resolution, increasing to 1.5 km from 7 km, enabling finer scale processes (such as
mesoscale eddies) to be resolved. The paper is very well written but could benefit from some clarifications
(listed below). | did struggle with a number of the figures when using a print out. Going back to the PDF and
zooming in was helpful and enabled the grey to be distinguished from the white background. Whist this isn’t
critical —i.e. it’s an online journal — some thought could be given to making the figures clearer.

We have now modified the colour scale in Figure 5, to avoid the use of any white points, and improve the
clarity here.

The model is described as being the next generation ocean forecast model. Some introduction as to what this
means exactly would be useful, e.g., is the model run weekly/daily and how long a forecast is simulated? The
model must also be more computationally demanding that its predecessor, AMM7, and there must be
computational considerations when operationalising it. Further to this, the paper describes a set of hind cast
simulations. Would operationalizing the model involve using different forcing data? A short discussion on this
would be interesting.

Following the reviewers’ comments we have now added additional details regarding the operational
implementation throughout the paper, including the target products, potential changes to model forcing, and
rationale for the experiment designed used here.

Additions to the text are outlined below:
Introduction (P2, L12):

This configuration will typically be used to produce forecasts on time scales of hours to weeks. Surface products
are made available on hourly to sub-hourly timescales (e.g. temperature, salinity, velocity and surface height),
with full-depth products also available on hourly, daily and monthly timescales. The full operational system will
include data analysis. This system may also then be used to produce decadal reanalysis products, similar to that
produced for the existing operational domain [O’Dea et al., 2017].

Before the inclusion of data analysis, it is important to understand any underlying biases in the free-running
model, along with potential model drift. Here we present a 30 year non-assimilative run ...

Model Description (P3, L25):

Compared to AMM?7, the number of wet cells has increased by a factor of ~15. While the operational run time
is still uncertain (pending future developments), the physics only AMM15 configuration takes approximately
400 node hours per day, compared to 20 node hours per day for AMM?7. The storage costs have also increased
(by a factor of ~11 for standard daily output files).

Boundaries (P5, L25):

For operational purposes, alternative boundary conditions will be used for both the Baltic and Atlantic
boundaries. For the Atlantic, these will be derived initially from a 1/12deg configuration of the North Atlantic
(NATL12). For the Baltic, boundary forcing will be provided from operational forecast products available
through the Copernicus Marine Environmental Monitoring Service. However, neither of these data sets are
available over a sufficient time period be used for this long hindcast.



The operational system will make use of the higher resolution ECMWF Numerical Weather Prediction model.
Discussion (P19, L27):

The increased resolution does make this model more expensive to run. However, the capacity is there to
provide this new system, and with increased resolution there is greater potential for added value to end users.
The full operational system will use different boundary conditions and include data assimilation. Therefore, it is
not possible to say for certain how the skill of operational forecasts will compare with the existing system.
However, this study provides insight into how the physics-only configuration performs, and where we should
expect to see improvements compared to the existing 7 km domain. While some biases are common between
the two models, there is an overall improvement in mean climate across the North West Shelf, and there is
plenty of scope for further improvement.

With the increased resolution allowing for improved representation of mesoscale to submesoscale processes
across the domain (such as eddies, fronts and internal tides), there is a wide scope for process studies here. The
impact of such processes on forecast skill, will also be the subject of further study.

P. 5 lines 20-26: | assume that a time series of freshwater flux/discharge was specified for each river? This
could be made clearer. In addition, was river temperature and salinity time series used, or if not what values
were used or assumptions made? Were daily/monthly averages used and/or what temporal resolution was
used?

We have clarified our description of the riverine forcing. The climatology varies on a daily time scale for each
river point. There was no data provided for temperature and salinity at the river mouth. Instead, the
temperature is assumed to match the local SST and any volume flux is assumed to be a fresh water flux
(salinity = 0). Text has been updated as follows:

River runoff is based predominantly on a daily climatology of gauge data, averaged over 1980-2014. ... For
each river point, a daily freshwater flux is specified with the depth dependent on the average ratio of runoff to
tidal range (based on estuary classifications discussed Cameron and Pritchard (1963)). The runoff temperature
is assumed to match the local SST, with no temperature data included in the climatology.

P. 6 line 24: RMSE is not defined.
Done: route-mean-square error (RMSE)

Figure 2: The co-tidal charts are quite hard to read, especially on paper/print out. The amplitude is OK, and
having a discrete colour scale is helpful, but the phases (white to black) do not seem to equate to the colour
scale (grey to white). It’s also hard to see the black phase lines on the blue background. In the lower panels (c
—f) There is a lot of overlapping observational data points which makes these hard to read. It’s hard to know
how exactly to make this clearer apart from making the figure larger. This figure could be split (a, b) and (c —f)
allowing them all to be larger/clearer.

We have chosen to keep this as one figure, to ensure that the anomalies can be compared directly with the co-
tidal plots. However, we have now modified this figure to update the contour colours and make the anomalies
clearer.

P. 7: The text says that the amplitude of the M2 tide has reduced errors off the west coast of Scotland. Where
exactly do you mean, i.e. out beyond the Outer Hebrides or at the coast (Mull of Kintyre)?



This has been clarified: The amplitude of M2 also has reduced errors off the west coast of Scotland, particularly
around the Kintyre Peninsula.

P. 9 line 10: It would be helpful if how the SST anomalies were calculated was explained in the text.
This is now stated within the figure caption as follows:

Seasonal SST anomalies for model minus observations ... All panels show 20 year-mean anomalies, for period
1991-2010, with anomalies calculated as SSTaym — SSTosria-

Figure 3 and supporting article text: DJF, MAM, JJA and SON should probably be defined (probably in the text
as this is where these abbreviations are used and maybe simply as what season they are). Also, the text refers
to season by name in many cases (e.g. P. 10 line 21) and whist everyone knows by spring you mean MAM, this
should also be defined. This could all be done early on by saying seasonal means were calculated for winter
(DJF), spring (MAM), and so on...

Seasons have now been defined as they are introduced within the text e.g.:

AMMY7 has its largest mean SST anomalies in winter (DJF) and spring (MAM), with a cold bias dominating off-
shelf. ...



RC4: Anonymous Referee #4
Summary:

The paper presents results from an old and new setup of NEMO, covering the Northwest shelf region (NWS). It
includes a model inter-comparison and validation against observations. The new model configuration will
replace the previous setup in the operational model setup at the UK MetOffice. The paper focuses on results
based on seasonal and yearly calculations. The results are well presented and it clearly illustrates that the new
high resolution setup delivers better salinity and temperature results on seasonal to climatic time scales.
Furthermore, tidal signal is also better described in the new setup. Model developments and validation are too
rarely presented in journals, and it is very interesting to read model development at operational centers. The
manuscript discusses processes near the shelf edge, which could be benefitted by the scientific community.
Throughout the manuscript results from three regions are presented: 1) Outer shelf, shelf and Norwegian
trench. It would be nice if the results were presented in this order for all sections. Sometimes the Norwegian
section comes second and sometimes it comes last.

We appreciate the author’s suggestion here, but the order was chosen based on the emphasis of results in
each section. We feel that it would not be appropriate to restructure the entire text at this time, but will keep
these comments in mind for future publications.

Central issues

The authors should present which operational products are produced based on results from the operational
model. If products are related to storm surge events, search and rescue or other weather related issues, then
this manuscript lacks validation on these phenomenons. It could be analyzing peak error on sea level or
presenting results from a storm surge event.

For an operational model, the results on time scales from hours to weeks are also important, especially on sea
level. Excluding sea level variations from the papers makes it impossible to know if the barotropic transports
are sufficiently well simulated, especially if (as the author states) S/T-climate are mainly governed by vertical
processes. Still, the (non-tidal) barotropic signal has effect on the state of the North Sea on both short and
longer time scales.

Given this and other reviewers’ comments, we have added further detail regarding the operational system into
both the introduction, model description and discussion within the article.

The AMM15 domain will initially be used to produce forecasts on scales of hours to weeks. In the future, the
model may also be used to produce decadal reanalysis products for the region. However, the operational
system will also make use of data analysis (with available surface satellite and in situ observations). Here we
choose to focus on the long term climatology, to understand the ability of the model to represent the mean
state, before the addition of data assimilation.

For surge forecasting, there is a separate NEMO-Surge configuration (purely barotropic model), which is
currently under development [e.g. Furner et al., 2016; O’Neill et al., 2016]. The upgrade of this surge
configuration from the AMM7 to AMM15 domain is yet to be completed.

Furner, R., Williams, J., Horsburgh, K., and Saulter, A. (2016), NEMO-surge: Setting up an accurate tidal model,
Weather science technical report 610, Met Office.

O’Neill, C., Saulter, A., Williams, J., and Horsburgh, K. (2016), NEMO-surge: Application of atmospheric forcing
and surge evaluation, Weather science technical report 619, Met Office.



One main conclusion presented in Section 4 is:

Abstract: “Since there has been no change to the vertical resolution or parameterization schemes,
performance improvements are not expected in regions where stratification is dominated by vertical
processes, rather than advection.”

It seems like that this conclusion is based on pp13, line 2-6, thus rather short for being such a central parts in
conclusions/abstract and | believe it deserves more attention in Section 3

Agreed. This has now been expanded in response to further comments below.
Minor comments

pp 4, line 28. Why is the minimum depth spec. to 10m? Would it not be better to set minimum depth to much
less, maybe 3m, and locally increase the depth to at least 10m in Bristol Channel and Gulf of St. Malo?
Consider to include a comment on this in the manuscript.

We did run some tests with a reduced minimum depth (6 m), however this did not lead to significant
improvements across the domain. We therefore kept the minimum depth as 10 m to be consistent with that
used in the previous configuration, and for simplicity across the domain. In future configurations, the priority
will be to introduce Wetting and Drying, so this minimum depth is a temporary solution. Further comment has
now been added in Section 2.2:

... minimum depth is specified as 10 m. While the tidal range may be smaller in other regions, this domain-wide
minimum depth was chosen for simplicity, as well as consistency with previous configurations. Wetting and
drying is not available within NEMO vn3.6, however it is currently under development for NEMO vn4.0. This
capability will then be a priority for future development of AMM15.

pp5, line 18. Method for Tidal forcing is only valid for AMM15. Method for Tidal forcing for AMM?7 is described
on pp6 line 16. Merge these two sections into one, preferably at pp.5.

We prefer to keep the AMM7 description focused within Section 2.4, for ease of reference.

pp 6, line 22-23. There are shifts in the position of two amphidromes. Please comment if that is good or bad.
Both shifts coincide with reduced errors in amplitude and phase. This is now stated in the text:

At both these locations, this coincides with reduced errors in amplitude and phase in AMM15.

pp. 6, line 32. Add English to “Channel”. Not all may come to think of English Channel when just writing
Channel.

Done.
Caption to Figure 2 and Table 1. Refer to data source in text also (only in fig caption is not enough).
Now stated in text:

The mean bias and route-mean-square error (RMSE) of major constituents, compared with available tide gauge
observations (British Oceanographic Data Centre), is presented in Table 1.

To my knowledge, non-British tide gauge data (e.g. Danish, Norwegian, and German) is not available at BODC.



The vast majority of data used here is available through BODC. However, the author is correct that some non-
British sites may not be available here. The full data set was originally obtained from National Oceanography
Centre Marine Data Products. This has now been clarified here.

Caption: Observations are tide gauge data obtained from National Oceanography Centre (NOC) Marine Data
Products and the British Oceanographic Data Centre (BODC).

Figure 2. Label and add units to the vertical bars to the right of panels. | do not see the meaning of the
phasebar. For example, it is not possible to differ between phase=80 and phase=240.

Labels have now been added, and the colour scale for phase contours modified, to increase clarity.

Comment to pp 8, line 6. Tidal sighal downstream of shallow regions will also be affected by too deep
minimum depths. Please comment on downstream consequences.

We agree, and have added the following comment in the subsequent paragraph:

P9, L10: Therefore, impacts on tidal circulation are expected to be found downstream of any apparent depth
anomalies, as well as more widely across the domain.

pp9, line 12, Are OSTIA observations skin or bulk temperature? Are there any problems validating this
observed temperature to a 10m thick model surface layer level? Please comment on that, especially for
regions that have seasons with expected shallow surface layers. Maybe some regions do have thicker than
10m for all seasons, others not. | think addressing this will help the reader to interpret the validation better
(also related to next three comments).

The OSTIA product used here is the bulk temperature (equivalent to ~20 cm). This is now stated in the text
here:

... (Merchant et al., 2014). This analysis provides a 20 cm SST product, and is therefore useful for comparing to
the uppermost SST in ocean models.

With the Siddorn and Furner (2009) stretching function, the model surface layer has a maximum thickness of 1
m (not 10 m). Across the shelf, the surface layer will be much shallower (there is no minimum set). Therefore,
while the model may not fully resolve the skin temperature, the bulk should be reasonably well reproduced.
We do appreciate that having a minimum bathymetric depth will lead to greater thermal inertia however, and
this is acknowledged in the text (see comments below).

pp 10, line 28-31. Thermal inertia in model during summer that causes a delay in summer heating, and a delay
in cooling during early fall (when warm surface layer is being developed and maintained) is, to at least some
extent, explained by a too thick surface layer (=10m).

The surface layer is not 10 m thick (there is a maximum of 1m, likely much thinner over the shelf). However,
we appreciate that in fully-mixed areas, the minimum depth of 10m is going to contribute to thermal inertia, in
addition to any difference in stratification. This is now stated in the text:

P12, L5: This may then be related to weak stratification across the shelf. In shallow coastal regions (which are
already fully-mixed), the 10 m minimum depth could also be a contributing factor.

pp10, line 25-35. Hypothesis that too warm SST during spring due to too shallow mixed layer depth could be
verified by producing a MAM and SON figure similar to Figba. Consider to include that analysis.

The hypothesis discussed here is that the stratification is too weak in the southern North Sea, allowing heat to
build up within the deep ocean, leading to warmer SST in autumn. To demonstrate such differences in



stratification, we choose to focus on JJA, since this is when stratification should be strongest across the region.
This is also the season with the largest number of EN4 profiles, placing greater confidence on any resulting
anomalies.

In the following paragraph, we go on to discuss over stratification in coastal regions, however there would be
too few profiles in the EN4 data set to make a mean regional comparison along the coast, such as those shown
in Figure 6. In this region, any difference in model and observed bathymetry would also have a greater impact
on the results.

ppl2, line 33. Too cold surface water may be explained by the 10 m thick surface layer. This could be
investigated by computing the evolution of a single column model with different vertical resolutions, but with
same forcing and initial conditions, but this is just a suggestion.

As above, the 10 m minimum depth will be a factor. We appreciate the reviewer’s suggestion, and agree that
analysis with a 1D model could be a potential avenue for further research. Vertical mixing schemes on the
shelf are certainly a focus for future improvement, and we will take this suggestion into consideration.

Fig. 8 and text pp. 17, line: 5-15: These two paragraphs do not add much information to the study; more than
that AMMY7 has larger interannual variability. But it cannot be verified which one of these setups does the best
job. The observations referred to, cover twice the simulation period and are presented rather vaguely with
only sign of trend (positive) but no rate of change or mean value for the period. If there is a trend, then
stability in AMM15 is not reassuring. It should drift. Furthermore, if AMM15 simulates the long term mean
value rather good, the decrease in AMM17 until early 2000s may be a good thing, and maybe the increase
after 2003 could just as well agree very well with the observed long term trend. My conclusions based on your
results may be considered rather speculative, but that is exactly my point. From the interannual salinity data
presented in this paper, the authors’ results are speculative. More results are needed, or the paragraph should
be rewritten or deleted.

We feel that it is worth considering the variability of the simulations, as the configuration will also be used to
produce reanalysis for the region in the future. It is therefore useful to understand the temporal variability (or
stability) of the model before the addition of data analysis. This comment has now been added to the
introduction:

P2, L10: The next generation ocean forecast model for the European NWS is introduced here, ... This
configuration will be used to produced forecasts on daily to weekly timescales, as well as monthly-mean
reanalysis for the region.

We have also now restructured this paragraph taking both these comments and that of other reviewers into
consideration:

P 19, L5-: For salinity, there are no shelf-wide data sets for comparison ... While we can’t say for certain, the
stability shown in AMM15 may then be reassuring, suggesting that the model is in a relatively stable state. It is
unclear what may cause the freshening seen in AMMY7. However, this may be related to the different boundary
conditions and initialisation. Both models are initialised and forced with free-running simulations prior to 1990.
As AMMY7 appears to drift towards the AMM15 mean value, this suggests there may be a larger difference
between consecutive forcing sets for AMM7. The trend here may then be an adjustment of towards the state of
the GLOSEA ocean.

Title of section 4 is “Discussion and Conclusions”: | do not detect so many conclusions, more discussion and
future work. It would be nice to highlight conclusions further in text or add some conclusions drawn from the
paper; alternatively rename Section 4 to “Discussions and Future work”.



In response to this as well as other comments, the section has been renamed as “Discussions and Future
Work”.

The only obvious conclusion to me is:

Section 4: pp 18, line 9-11 “Given the fact that climate on the shelf can be predominantly driven by a balance
of vertical forces (surface buoyancy fluxes and vertical mixing) rather than horizontal advection, it is not
surprising that the two models are similar. Both have the same atmospheric forcing, vertical mixing schemes
and vertical resolution.” This is very interesting and | think it should be more clearly presented in Section 3.
Vertical processes may govern the salinity/temperature climate in the North Sea, but advection may very well
a dominating factor during storm surge events.

This result had been stated in Sections 3.2 and 3.3, however given the comments here we have now placed
greater emphasis on this in Section 3.3:

P17, L10: Overall, while there have been some improvements in AMM15, similar biases remain in stratification
across the shelf. Given that both models have the same number of vertical levels, vertical mixing schemes, and
surface forcing, this result is not entirely surprising. Across large areas of the shelf, the climate will be
predominantly driven by a balance of vertical forces (surface buoyancy fluxes and vertical mixing) rather than
horizontal advection. It is therefore clear that further work is needed to improve the representation of these
vertical processes. ...

Section 4: There are no conclusions and/or discussions from tidal section. In fact, it took me a while to realize
that it is only baroclinic features are discussed. Please add a paragraph of the tidal-results presented in 3.1. It
could be something like: Tidal signal within a model setup covering the North Sea is to a large extent
determined by the boundary conditions and bathymetry. AMM15 and AMM?7 have different bathymetry and
tidal forcing at the open boundary. It seems like this step is larger than comparing two different models (e.g.
NEMO and ROMS) with same bathymetry and tidal forcing (and advections schemes). To me, the tidal part is
not considered to be an update (from AMM15 to AMM?7), but a replacement to a new setup. Feel free to add
something like this, or choosing some other angle of the tidal-results presented in Section 3.1.

We agree that this is worth mentioning, and have now added the following:

P20, L1:: Tidal signal within a regional model configuration is to a large extent determined by the boundary
conditions and bathymetry. AMM15 and AMM?7 have both different bathymetry and tidal forcing at the open
boundary. Given this significant change in configuration, it is then reassuring to see that AMM15 continues to
provide a reasonable representation of the major tidal constituents. The minimum depth within the model
remains a limiting factor here, so future improvements will focus on the addition of wetting and drying within
the domain, which is currently in development for NEMO vn4.0.
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Abstract. This paper describes the next generation ocean forecastlrfardthe European North West Shelf, which will
become the basis of operational forecasts in 2018. This gsi@rm will provide a step change in resolution, and theeetur
ability to represent small scale processes. The new modeh masolution of 1.5km, compared with a grid spacing of 7km
in the current operational system. AMM15 (Atlantic Margiroliel, 1.5km) is introduced as a new regional configuration of
NEMO v3.6. Here we describe the technical details behirgldbnfiguration, with modifications appropriate for the neghh
resolution domain. Results from a 30 year non-assimilative using the AMM15 domain, demonstrate the ability of this
model to represent the mean state and variability of theregi

Overall, there is an improvement in the representation@htiean state across the region, suggesting similar imprewesm
may be seen in the future operational system. However, thection in seasonal bias is greater off-shelf than on-shwelf
the North Sea, biases are largely unchanged. Since thereeleaisno change to the vertical resolution or parametesisati
schemes, performance improvements are not expected ongegrhere stratification is dominated by vertical procegsdiser
than advection. This highlights the fact that increasedzbotal resolution will not lead to domain-wide improvener-urther
work is needed to target bias reduction across the North Bkl region.

1 Introduction

The Met Office runs an operational ocean forecast for the fi@ao North West Shelf (NWS). This system is developed by
both the Met Office and National Oceanography Centre, thrdbg Joint Weather and Climate Research Programme. The
current operational capabilities for the NWS are at a reégniwof 7km (O’'Dea et al., 2017). While this configuration lde

to reproduce the large-scale circulation across the shd#ils to resolve a host of dynamical features, such as st=de
eddies, frontal jets, internal tides, and tidally rectifiexhsport (e.g., Holt et al., 2017). All of these featurekena substantial
contribution to the fine scale currents and material distiim throughout the shelf seas. For example, mesoscalesdan
have a radiusc 10km on mid-latitude continental shelves, and are crucialangporting heat, freshwater and nutrients in the
region (e.g., Badin et al., 2009). To simulate these prasissnumerical models, we therefore require higher resoiut
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Across the NWS, the majority of previous high resolutiordss (< 2km grid spacing) have been limited to shelf regions
(e.g., Holt and Proctor, 2008). These studies have showimibact of resolution, for example resolving buoyancy-enicur-
rents along tidal mixing fronts (Holt and Proctor, 2008)damoss-front transfer through baroclinic instabiliti@adin et al.,
2009). However, using a purely on-shelf domain, these studéglect the potential influence of shelf-break dynamics.

A recent study by Guihou et al. (2017) has demonstrated tenpal impact of increased resolution across the NWS,
using a domain that extends t020°W, comparable to the existing forecast system (O’Dea ef@ll,7). With a resolution
of ~ 1.8km, internal waves are generated along the shelf break, h&sviocally around bathymetric features on the shelf,
such as sea mounts. Resolving such features has significpatis on vertical mixing and stratification across thefshad
therefore they need to be represented to make accurate foceaasts across the region.

The next generation ocean forecast model for the Europea8 EWhtroduced here, with the intention that it will become
operational in 2018. The new configuration has a resolutfch®km throughout the NWS domain. This will allow a step-
change in our simulations, with the aim of improved représgon of spatial and temporal variabilitfhis configuration

Beforetheinclusionof dataanalysis,t is importantto understandny underlyingbiasesn the free-runningnodel,alon
with potentialmodeldrift. Here we present a 30 year non-assimilative run, using thehigtwvresolution domain. This long

simulation demonstrates the ability of this model to repnéshe mean state and variability of the region. The exdstiper-
ational system has known biases, outlined in O’'Dea et all{R0Ne compare the results from this new simulation with the
performance of the current system, to illustrate wherestislikely to be the greatestimprovements. Hereafter, dve h5km
domain will be referred to as AMM15 (Atlantic Margin Model,5km resolution). The existing operational model will be
referred to as AMM7 (7 km resolution).

2 Model Development
2.1 Core Model Description

AMML15 is a regional configuration of NEMO (Nucleus for Eur@peModels of the Ocean), at version 3.6 stable (Madec,
2016). Compared with the current operational system (AMMTs configuration has a new domain, at higher resolution
(Figure 1). However, aside from the horizontal grid, AMMItases many features with the previous configuration, which
has been described in O'Dea et al. (2012, 2017). Here weneuslbme of the key components and parameterizations. The
horizontal resolution is sufficient for resolving the intaFRossby radius on the shelf, which is of order 4 km (Holt Brattor,
2008). As such, only a minimal amount of eddy viscosity isleggpin the lateral diffusion scheme, to ensure model stgbil
For momentum and tracers, bi-laplacian viscosities ardiegbpn model levels, using coefficients 6fx 10"m*s~! and
1 x 10°m*s~!, respectively.
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Tides are the dominant source of variability across the ritgjof the North West Shelf. A non linear free surface is #fere
implemented using the variable volume layer (Levier et281Q7). Time splitting is included, with a barotropic timegtthosen
automatically to satisfy a maximum Courant number of 0.8.aHzaroclinic time step of 60 seconds there are then 17 loguiotr
time steps for each baroclinic.

The vertical coordinate system is based onsa—oc approach, as described in Siddorn and Furner (2013). Tatlsing
function used here allows for more uniform surface heat 8la@oss the domain, with the thickness of the surface adth se
1 m. With terrain-following coordinates, large slopes betwadjacent grid cells can lead to pressure gradient efforeduce
such errors, vertical cells can be masked over slopes whitdeel a specified valug,,... (wWherer = (h; —h;y1)/(hi+hit1),

andh; ;41 are adjacent bathymetry point3errainfollowing coordinatesrefitted to a smoothedenvelopebathymetrywith

the level of smoothingbasedon thechosenr,,,... value.ln regionswherethe smoothednodellevelsbecomedeepeithanthe
input bathymetrytheselevelsarethenmaskedTher,,,, value was here chosen to be 0.1. This is a lower value thaninsed

previous configurations. However, with increased resoiytihe model bathymetry is rougher, resolving steeperignésland
canyons along the shelf-break. This value was then chosemsiare stability in the configuration, without the need t@sth
the input bathymetry.

For AMM15, there is no increase in the vertical resolutiasing 51 vertical levels. The vertical parameterizationsSitM15
then remain similar to the current operational system. TéedBic Length Scale scheme is used to calculate turbulscosi-
ties and diffusivities (Umlauf and Burchard, 2003). Suefacave mixing is parameterized by Craig and Banner (1994). A
minimum surface roughness is specified as 0.02m. Dissipatigler stable stratification is limited using the Galpeirnnit|
(Galperin et al., 1988) of 0.267 (Holt and Umlauf, 2008). Bat friction is controlled through a log layer with a nondar
drag coefficient set at 0.0025.

2.2 Domain and Bathymetry

The domain for AMM15 has a smaller area than the current dipaie domain (Figure 1). This is due to the computational
demands of higher resolution, considering both ocean-ashyell as future coupled simulations. The model domainnelge
from approximatelyd5°N to 63°N, with a uniform grid spacing o/~ 1.5km in both the zonal and meridional direction.
uncertain(pendingfuture developmentsthe physicsonly AMM15 configuratiorrequiresapproximately400nodehoursper
day,comparedo 20 nodehoursperday for AMM7. The storagecostshavealsoincreasedby a factorof ~ 11 for standard

The domain boundaries were chosen carefully, to ensurétéaivould not limit representation of major current pathigya
whilst also ensuring that the grid would be compatible witlgled simulationsg.g.considering location of mountain ranges
andthe Mediterranearwithin the domainusedfor ocean-atmosphere coupling) (Lewis et al., 20Tf)is chosencommon
domain,e.g.,Tang et al. (2013) To the south, the AMM15 boundary was chosen far enough ndrtheoSpanish coast, so
that the shelf-break transport could flow into the domaimppedicularly through the relaxation zone (rather thanlp=ta the
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Figure 1. Map illustrating the location and bathymetry of the modeingin (indicated by the shaded region). Shading shows batrym
from EMODnet [m] (note logarithmic scale). Red line illusties the extent of the current operational domain, AMM7 (7r&solution).

boundary), while considering placement in relation to the@le Estuary. The northern boundary is placed suffigrerdtth

of the Faroe Islands, to allow transport around the islabdisfar enough south to not be concerned with the represemtit
overflows or transport around Iceland. The representati@verflows is a longstanding known problem in lower resalnti
global models (e.g., Beckmann and Ddscher, 1997; Robedt$\aod, 1997). Given that lower resolution data (O¢)y4will

be used as boundary conditions for this regional model, &digisable to avoid the overflow region with the domain. To
the west, the model extends far enough into the Atlantic mnabff-shelf dynamics to develop away from the shelf-break
reducing potential impacts of boundary conditions on shetfak exchange. To the east, the boundary remains in thig,Bal
similar to previous versions. However, since the increassalution allows for potentially improved representatid heat and
freshwater transport through Danish Straits, the bounidargw placed at- 12°E, in the Arkona Basin, rather than within the
KattergaKattegat north of the Danish Straits.

The bathymetry chosen for AMM15 is EMODnet (EMODnet Porg&gptember 2015 release). This product was the best
available at the time, combining all observations from tegion. With increased resolution, increased detail can bhew
represented in the model’s bathymetry. For numerical ngdee limitation is that the EMODnet product is referenced t
lowest astronomical tide (LAT), whereas the model requigbymetry referenced to mean sea level (MSL). In the deeproc
this is less of a concern, since the range of the tide is nbtgigompared with the depth of the ocean. However, thigdiffice
is crucial when considering the depth along shallow coastabns where there are large tidal ranges. To apply an tmaku
from LAT to MSL, we have used an estimate of the LAT from a 19ry@mulation of the CS3X tidal model (Batstone et al.,
2013). For each point, the lowest tidal depth has then beéadaid the original EMODnet depth.
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EMODnet data is provided with a land sea mask based on OpmiSlap (2014), which has here been interpolated onto
the AMM15 grid. EMODnet data is originally obtained at a héghesolution than AMM15. For grid cells of partial land/sea
they were originally set as land if the EMODnet land mask cegte- 50% of the target grid cell. Following this interpolation,
the mask was assessed manually to check the representhtiarraw channels, estuaries or small islands. This siraurat
does not include wetting and drying, so the land sea masked,fend a minimum depth is specified for the input bathymetry.
Taking into account the large tidal ranges in the Bristol @ted and Gulf of St. Malo, this minimum depth is specified @m.

While the tidal rangemay be smallerin otherregions,this domain-wideminimum depthwaschosenfor simplicity, aswell
asconsistencyvith previousconfigurations\Wettinganddrying is not availablewithin NEMO vn3.6,howeverit is currentl
underdevelopmentor NEMO vn4.0.This capabilitywill thenbea priority for futuredevelopmenvf AMM15.

2.3 Forcing and Initialisation

The simulation discussed here covers 30 years, startin@86.1This is a free running simulation, with no data assitiofa
During this time, the regional model is forced with laterakan boundary conditions, surface atmospheric forciagg runoff
and tidal forcing.

All lateral boundary conditions except the eastern bounttave been taken from a series of global ocean simulations,

A

periedbeusedforthistonghindeastierfor 1985-1989, the boundaries used here come from a free rugiobgl ocean

hindcast (Megann et al., 2014)his samesimulationprovidedtheinitial temperatur@andsalinity conditionsfor the AMM15

hindcastwith the modelinitialisedfrom reston 1% Januaryl985.For 1990 onwards, the boundary conditions are taken from
the Global Seasonal Forecast System (GLOSEA), version &l(&hlan et al., 2015; Jackson et al., 2016), which includes

assimilation of both satellite and in situ observationserehavailable. Analysis of AMM15 will therefore focus on theriod

of GLOSEA forcing, allowing a 5 year spinup period prior tastdate. For the eastern boundary, conditions have been take
from a regional Baltic simulation (Grawe et al., 2015). Thigernative data set was chosen due to the increased iesolut
(1/60°, as opposed td/4° in the ORCA025/GLOSEA data), in order to resolve flow throtigd Arkona Basin{ 12°E).

the Atlantic, thesewill be derivedinitially from a 1/12° configurationof the North Atlantic (NATL12). For the Baltic,
boundaryforcingwill be providedfrom operationaforecasiproductsavailablethroughthe CopernicusMarine Environmental

Monitoring Service However heitherof thesedatasetsareavailableoverasufficienttime periodbeusedfor thislonghindcast.

From each othesethe choserdata sets, the model boundary was forced with 3D temperahdsalinity fields, barotropic
velocities, and sea surface height (SSH). For SSH, the btiatta fields were corrected to remove drift from the freening
1985-1989 simulation, and then ensure that there was no petween this and the following data sets. Following the same
method outlined in O’'Dea et al. (2017), an offset was alsdiago the global data to ensure that the mean SSH over this
domain was approximately zero. For the Baltic boundaryfferdint offset was applied to ensure that the mean SSH atiress
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boundary matched what would have been present in the GLOSEME. This maintains the variability present in the Balti
data, but avoids any SSH difference relative to the othentaties that might result in anomalous transport into odtie
eastern boundary.

Tidal fereing potentialis calculatedacrossthe domainfor 12 constituentsin additionto this, tidal forcing is appliedalong
the lateral boundariesForcing has been applied using the Topex Poseidon crossover soligbert and Erofeeva, 2002),
TPXO7.2, Atlantic Ocean 2011-ATLAShisis-ebtairedatareselutionet-Hor eachof the 12 Fheconstituentsamplitude
and phasésprevidedfer12 tidalconsituent{surface height and velocityvasobtainedat aresolutionof 1/12°.

River runoff is based predominantly oncimatelegy-ef-daily-daily climatologyof gauge data, averaged for 1980-2014.
UK data was processed from raw data provided by the Envirohégency, the Scottish Environment Protection Agency, the

Rivers Agency (Northern Ireland) and the National RivemFirchive (gauge data were provided by pers. comm from Dr. S.
M. van Leeuwen, CEFAS, Lowestoft, UK). For major rivers thatre missing from this data set (e.g. along the French and
Norwegian coast), data has been provided from an earlimattiiogy (Young and Holt, 2007; Vorosmarty et al., 1998). Fo

each river, Hi oint, a daily freshwater flux isspecifiedwith the depthdependent on the average ratio of
runoff to tidal range-(based on estuary classifications discussed in Cameron #oligPd (1963)). The runoff temperature

is assumedo matchthelocal SST,with notemperatureataincludedin the climatology.
Atmospheric forcing is taken from the European Centre fodMm-Range Weather Forecasts (ECMWF) atmospheric
reanalysis product, ERA-Interim (Dee et al., 2011). Fhisinghasa spectralresolutionof T255 (~ 79km).Theoperational

systemwill makeuseof the higherresolutionECMWEF NumericalWeatherPredictionmodel(0.125° resolution).Forcingis
applied using the CORE bulk forcing algorithm (Large andgéxa2009), for the full 30 years of the simulation. All vdries

are applied at 3-hourly intervals. Light attenuation istsghe standard NEMO tri-band scheme (RGB), assuming a aonst
chlorophyll concentration of 0.05mg4 (Lengaigne et al., 2007).

2.4 Summary of differences between AMM7 and AMM15 simulatims

For comparison with the existing operational configura{idM?7), the results from this long hindcast are comparedhlite
AMMT7 hindcast discussed in O’Dea et al. (2017). While thestaurction of these NEMO configurations is similar, there are
some differences between the chosen model parameters anddry conditions. The key differences are outlined here.

The AMMY7 hindcast spans 1981-2012, with boundary condétfoom both ORCA025 and GLOSEA. The simulations used

to initialise andforce AMM7 differ to those used for AMM1Shewevertheperied-. As with AMM15, the period prior to
1990hasbeenforcedwith a free-runningsimulation,which alsoprovidedthe initial conditionsfor Januaryl981.However,

the period of GLOSEA forcing (post-1990) should be relatively simjlgiven that data assimilation has been included in
the boundary conditions. Analysis of model climatologylwhien focus on a common 20 year period in both simulations,
1991-2010.

With 7km resolution, no attempt was made to model the Danish Strélie Baltic boundary was placed north of the
Straits, with temperature and salinity relaxed to climagyl during the CO5 hindcast. No barotropic forcing was agapht
this boundary.
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In addition to the differing horizontal resolution and spbhtoverage between the AMM15 and AMM7 domains as seen in
Fig. 1, the source bathymetry for AMMY7 is derived from the imgoarser North-West Shelf Operational Oceanographic Sys-
tem (NOOS) dataset. Not only are fine scale features missimg the NOOS bathymetry, but there are significant diffeesnc
in mean depth in some on shelf regions of the North Sea.

The fresh water riverine input also differs. Instead of thmatology used in AMM15, in AMMY the rivers were based
upon the European version of the hydrological model HYdywlal Predictions for the Environment (E-HYP#ersion2.1)
(Donnelly et al., 2015). Use of this data allows for poterititerannual variability in fresh water fluxes, howeversinevater
biases in areas such as the German Bight in AMM7 have beeébudt to large riverine flux from E-HYPE (O’Dea et al.,
2017).The meantotal freshwateinputfrom E-HYPE V2,1 wasfoundto be ~ 18% largerthanthe climatology. This forcing
datawasthennotchoserfor AMM15.

The source of the tidal forcing also differs. AMM7 uses tiftalcing derived from a model of the North Atlantic (Flather,
1981) in contrast to TPXO7.2 data utilized in AMM15.

3 Model Comparison and Validation
3.1 Tidal harmonics

A large proportion of the model performance across the slaelfoe determined by tides. Figure 2 shows the co-tidal plbiso
M2 constituent for both AMM15 and AMM?7. Both models show aysimilar pattern, with good agreement in terms of the
location of amphidromes across the shelf. There is a sligfttia the position of the amphidrome off the northern Irsbast,
towards Scotland. In thEnglishChannel, there is also a slight shift to the west of the IsléViafht. At boththeselocations,

this coincideswith reducecerrorsin amplitudeandphaseén AMM15.
The mean bias anBMSEroute-mean-squarerror (RMSE) of major constituentscomparedwith availabletide gauge
observationgfrom NOC Marine DataProductsandBODC), is presented in Table 1. For the phase of each constituent, th

RMSE is reduced in AMM15. The mean bias is reduced for 4 ouhef constituents shown. AMM15 amplitudes show less
improvement. The RMSE for most constituents is of the sarderan both configurations, with the exception of M4. However
both M2 and M4 show an increased mean bias in AMM15, comparebtservationsA summaryof errorsin the semi-major

axisof tidal currentsis alsopresentedn Tablel (analysisfollows the samemethodusedin Guihou et al. (2017) Again, the

RMSE andbiasarefoundto be of asimilar magnituden thetwo configurationsbutwith aslightincreasen bothM2 andM4.
For M2, positive anomalieis surfaceheightcan be seen in particular along the east coast of the UK, atlgeomest coast of

England, in the Irish Sea (Figure 2c,d). The increased meendan be partly accounted for by the fact that errors areemor
uniform across the domain. For AMM7, while the RMSE has a lsimagnitude to AMM15, compensating errors in both
amplitude and phase are found around the UK, reducing therappmean bias.

While the overall performance of AMM7 and AMM15 are simild@iaple 1), anomalies vary across the domain, showing
regional improvements. For example, there is particulgrowement in thé&englishChannel in AMMA15 for both amplitude
and phase (figure 2c-f). The amplitude of M2 also has reduedseoff the west coast of Scotlandoarticularlyaroundthe
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Figure 2. Top panels show M2 Co-tidal plots for AMM15 (a) and AMM7 (bha&ling shows M2 amplitude [m]; dashed contours show
the phase [deg]. Lower panels show errors in amplitude (@ndl) phase (e-f) for the M2 constituent of the two configuretiémodel -
observations). Observations are tggegaugesiatasbtainedirom NationalOceanographfentre(NOC) Marine DataProductsandthe
British Oceanographic Data Centre (BODC). The number afhvabservations (N) is shown for each constituent comparidepending on

the land-sea mask represented in each model configuration. .

Kintyre PeninsulaThere is a considerable difference in the resolution of thestline between these configurations, which

will have a large impact in these regions.
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Table 1.Mean bias and RMS error (model minus observations) for aog#iand phase of major tidal constitugriswvell asthe semi-major

acces®f tidal currents Observations are tide gauges data figationalOceanographZentre(NOC) Marine DataProductsandthe British

Oceanographic Data Centre (BODQC)dal currentanalysisusesthe samedataandmethodoutlinedin Guihou et al. (2017)The number of

valid observations (N) is shown for each constituent comspar depending on thebservedariableandland-sea mask represented in each
model configuration.

Amplitude [cm] Phase [deg] Current [cm¥|

Constituent RMSE  Bias RMSE Bias N RMSE Bias N
AMM15

M2 12.641 6277 10.865 -3.664 49610307 5368 116
S2 5.042 2515 12243 -4.108 4953.586 1908 116
K1 1.820 0.836 15102 -2.361 4950.824 0310 114
o1 1.502  0.344 13.427 -2.048 4940.747 0160 114
N2 4150 0936 22340 -1.279 4972523 0625 112
Q1 1.272 -0.241 33.227 1.835 455 - - -
M4 8.043 3.148 59550 -10.215 4601525 0.230 113
AMM7

M2 11797 0.423 12.244 -1.864 4348.895 4,094 115
S2 4589 1.612 13243 -1.351 4343.634 1847 115
K1 1.642 0538 19.933 -5.051 4320.936 0307 114
o1 1.769 -0.969 23.187 -2.926 4340.621 -0.182 114
N2 4203 0748 26.084 0947 4352419 0648 112
Q1 1.817 1.007 42761 15.080 390 - - -
M4 4879 0666 84.992 12721 3951224 -0.033 113

One factor which must be taken into account is that the moplglies a minimum depth of0m, due to the absence of
wetting and drying. The same minimum depth is applied hene pievious configurations. The speed at which the tide tsave
and hence the phase of constituents, is dependent on watr. thence, while the coastline has been improved, errers ar
expected due to the depth in shallow coastal regions. THerelhce in depth will have a large impact in regions suchhas t
East Anglian coast and the Wadden Sea, in the Southern NeahaS well as shallow estuaries, such as the Bristol Channel
Morecambe Bay and Solway Firth.

There are complex interactions between water depth andrthéation of tidal constituents. The dependency on depth fo
shallow water wave speed suggests that the simulated spréd e higher with an imposed minimum depth, compared with
observations. However, any change in tidal currents willehimpacts on the level of bottom friction that is felt, aner
may also be wider impacts on resonance and amplitude atreshelf.Thereforeimpactson tidal circulationareexpected

to be found downstreanof any apparentepthanomaliesaswell asmorewidely acrosshe domain.For AMM15, the M2
constituent shows a negative bias in phase (consistentimiteased speed) and positive bias in amplitude (Table ith, w
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Figure 3. Seasonal SST anomalies for model minus observatit@h
Observations used are OSTIA CCl reanalysis product (Meratizal., 2014) (NB. OSTIA CCI product only available frompSE991). All
anelsshow 20 year-mearanomaliesfor period 1991-2010,with anomaliescalculatedas SST aarar — SSTosTra. Upper panels (a-d)

show anomalies for AMM15-OSTIA, lower panels (e-h) showraaties for AMM7-OSTIA. Mean errorsk) andstandarddeviationsare
calculatedspatiallyfor the region shown (excluding wider AMM7 domain). Grey tmur shows th00m isobath, to indicate the limit of
the continental shelf.

anomalies larger along the east coast of the UK (Figure Zuth Biodels show reduced anomalies off-shore, towards #lé sh
break, although this reduction appears greater for AMME5 tAMM7 .

For AMM7, while there are similar limitations with minimurregth, the coarse coastline may have led to compensating
errors in the phase and resonance of tides throughout tler@nd hence reduced mean bias). As this configurationéas b
in operational use for a number of years, the coastline Isaseen modified to ensure the best possible representatides
e.g. deepening or widening channels as required. For AMNibjnitial aim has been to ensure the most realistic coastli
possible. It is therefore encouraging to see that overeiktis a comparable if not improved representation of theritgjof
constituents, despite the considerable differences legtlweth the domains and forcing.

Wetting and drying is currently under development for NEM@\0, with the hope of implementation in future configura-
tions. This would enable ‘realistic’ depths to be includedrie model.

3.2 Surface Climatology

Figure 3 shows the mean sea surface temperature (SST) aesmoatr the model domain compared with observations, for
both AMM15 and the previous operational model. Observatiased are a reanalysis version of the Met Office Operational

10
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Sea Surface Temperature and Sea Ice Analysis (OSTIA), peatifor the European Space Agency’s Climate Change Ini-
tiative (CCI) (Merchant et al., 2014Fhis analysisprovidesa 20cm SST product,andis thereforeusefulfor comparingto

the uppermosiSST in oceanmodels.Both models show varying biases during the seasons. Owbebtandard deviation

of anomalies in AMM15 is reduced compared with AMM7. The kEsgdifference between the two models is found in the
north of the domain, where AMM15 is substantially warmemt@dM7, and hence has a reduced cold bias. This cold bias in
AMM?7 was found to originate from the north western bounddrhe domain, near the Iceland coast (O’'Dea et al., 2017). The
reduction of the cold bias here is then likely related to thenge in the location of the boundary. AMM7 has its largesime
SST anomalies in wintexrdspring DJF) andspring(MAM) , with a cold bias dominating off-shelf. Analysis of the miolyt
mean anomalies (not shown) indicates that the cold biasgpoagressively during these seasons, reaching a peak inof\pr
—0.356 + 0.643°C.

Off-shelf, AMM7 was found to alternate between a cold biashie winter months and warm bias in the sumr(iIA)
(O’'Deacetal., 2017). For AMM15 the model has relatively drbas off-shelf for the majority of the year, with the exciept
in JJA when a similar warm bias remains. For AMML15, the largmsan bias occurs in this season, with a mean error of
0.176 £ 0.304°C (compared with).116 + 0.331°C for AMMT7). This warm bias peaks in July, when there is a mezonaaly
of 0.230 +0.334°C across the domain. This bias may in part be relates«mstratificationver-stratificationor limitations of
the uniform RGB light attenuation. Both these models usdlainertical mixing schemes, and light attenuation schenme
choice of light attenuation scheme, and potential impactstatification, will be discussed further in Section 3.3.

Over the continental shelf break, there is still a warm bias\gared with observations during the summer (Figure 3).
However, this warm bias has been reduced in AMM15 compart#dANIM7. Over the shelf break, the mean SST is typically
lower than the surrounding ocean during the summer due teased vertical mixing. The generation of internal tides at
this location provides energy for increased mixing as therival waves break. This reduces the surface temperateréodu
mixing with the cooler water beneath the pycnocline.1Atkm resolution, internal waves begin to be resolved in the ehod
(as discussed in Guihou et al. (2017)). These processe®taresolved a? km resolution. Therefore, AMM15 has increased
mixing above the shelf break, contributing to reduced SSthimregion. There is still a warm bias in this region, in partar
to either side of the shelf break itself. This suggests tHdiVA5 may not be resolving the full extent of the internal wayve
and their impact on vertical mixing.

In the Norwegian Trench, there is a strong cold bias duriegsttring (Figure 3). In the Baltic, there is a warm bias during
Autumn (SON) The anomalies in this region are at times larger than thogeMM7, however there have been significant
changes to the Baltic boundary conditions between the twietsoAside from the changen location, AMM15 alsohasthe
additionof SSHandbarotropiccurrentsforcing atthe boundary(wheretherewasnonein AMMY), Therefore, we may expect
significant changes in transpémte-ardout-ofthisthroughtheregion, which would affect the Norwegian Trench heat antd sal
transport.

On the shelf, the biases in the two models remain similar.example, across the North Sea both models show a similar
pattern of cool bias during spring-summer, followed by amwaias in autumn (Figure 3). The warm bias is particularlgrsgr
in the southern North Sea, around the German Bight. Thera atanber of potential causes for these biases. Initialgreth

11
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Figure 4. Mean seasonal SSS anomalies for model minus observatidzerétions used are monthly-mean EN4 profiles (Good et al.,
2013). Upper panels (a-d) show anomalies for AMM15-EN4 dopanels show anomalies for AMM7-EN4 (e-h). All panels simoanthly
anomalies averaged over the period 1991-2010. Mean eii®raré calculated for the AMM15 domain region (excluding tHdev AMM7
domain). Grey contour shows tR60 m isobath, to indicate the limit of the continental shelf.

could be errors in the surface heat fluxes from ERA-Intersed.to force both simulation§.theassume&STin ERA-Interim
differsto thatof OSTIA, thenthis will bea limiting factorin theability of themodelhindcasto reproduceheobservedsST.

However, these SST anomalies may also be related to themerdilai within the ocean, with a lag in the loss or gain of heat
through the seasons. Under the same surface heat flux, tak@llonger to heat (and cool) a fully mixed water columnpntha
5 a shallow, stratified surface layer. This may then be reladagleak stratification across the shéif.shallowcoastalregions

(which arealreadyfully-mixed), the 10 m minimum depthcould alsobe a contributingfactor, Another likely source of error
is the light attenuation scheme. Across the shelf, the umilagght attenuation will overestimate the depth of lightpé&ation.
This may lead to an increase in heat content in the deepenpaged hence the ocean will take longer to cool as the mixed
layer deepens in the autumn. During spring and early sumhsefar heating isn’t concentrated within a shallow sueftayer

10 (as may occur across a spring chlorophyll bloom), then tla¢ fex will be distributed with depth and the surface tempa
will take longer to increase.

In other coastal regions, anomalies can be found which maglated to over stratification. For much of the British cbast
there are cold anomalies in the winter months, and warm alesiathe summer. The location of these anomalies is ctamgis
with the location of fresh biases in the surface salinityjolihwill be discussed below (Figure 4). Further analysishef t

15 stratification in the model will be discussed in the follogyisection (Section 3.3).
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Figure 4 shows the surface salinity (SSS) biases, for AMMIbGAMM7 compared with EN4 profiles (Good et al., 2013).
There is improvement in the north of the domain, with a reducesh bias in AMM15. As discussed in relation to the SST
biases, this is likely related to the northern boundary d@nts.

One region where AMM15 performs worse than AMM7 is in the Negian Trench. There is a fresher anomaly here than in
the coarser model. Within the Norwegian Trench, fresh Baltter is found traveling north on the eastern side. Lownggli
is also maintained northwards with the addition of riverafimlong the Norwegian coast. On the western side of thechren
warm saline Atlantic Water flows southward. At the boundagtneen these two water masses, instabilities and eddies may
form, encouraging mixing of properties across the TrencéviBus analysis of AMM7 has shown a dipole across the trench
- too fresh along the coast, and too saline off-shore (egurEi4g). This was believed to be due to a lack of lateral ngixin
across the Trench. In AMM15, there is no longer a saline bifsbore, consistent with an increased eddy activity in gggan.
However, there is a stronger fresh bias throughout the lremdending from the Baltic Sea. This contributes to andéased
mean fresh bias over the AMM15 domain.

Further work is needed to attribute this fresh bias withia Morwegian Trench. The Baltic boundary has been altered
between the two models, with a significant change in posii®nvell as forcing methods. Such changes would likely have
a large impact on the transport into or out of the Baltic. Hegvethe position and forcing along the Atlantic boundalias
also changed, with potential impacts on the balance of pr@msvithin the Trench. Further experiments are needed table
to attribute anomalies to either of the new boundary locetior forcing products. Changes in any salinity bias may béso
influenced by local river runoff as well as the large scalagpert.

Elsewhere there has also been a freshening close to the (Eogste 4). The river fluxes have been altered between the
two models. Overall the climatology has a reduced totahfneger input compared with E-HYPE. However, in some regions
such as along the British and Irish coast, the mean runofigisen in the climatology (O’'Dea et al., 2017). Comparing the
conditions in the southern North Sea, AMM15 is fresher thanMV. However, the sign of anomalies along the coast can
vary. In places there is a dipole where AMM15 is fresher atdbast and more saline off shore (Figure 4). This suggests
that AMM7 may be more diffusive within river plumes, for expla allowing freshwater input from the Rhine to be advected
off-shore, whereas AMM15 keeps a narrower plume close tetiast. Indeed, the lateral diffusion prescribed in AMM15 is
lower than that used in AMM7, due to the increased resoludioth hence ability to resolve mesoscale processes on tie shel
(Section 2.1). Whild .5km is not sufficient to fully resolve plume dynamics, thisgesse is consistent with previous studies
on the impact of resolution for plume dynamics (e.g. Briahehal., 2014). A similar dipole response can be seen in tAe SS
indicating a change in stratification in the region, asdediavith the shift in position of the river plume.

3.3 Seasonal Stratification

With the onset of stratification in spring-summer, tidal mgk fronts form a key part of the shelf hydrography. The posi-
tion of these fronts is dependent on the balance betweednetidgigy and strength of stratification. Assuming a unifoater
of heat input, the location of the fronts is then shown to bpedelent on the tidal velocity and depth of the water column
(Simpson and Hunter, 1974). Figure 5 shows the locationdaf tnixing fronts in AMM15 and AMM7, compared with ob-
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Figure 5. Mean summer stratification, indicated by top-bottom terapae differenceIC]. Blue and green lines contour regions with a
mean top-bottom temperature difference of°@5n AMM15 and AMM?7, respectively. Model results show the sa@al mean (JJA) for
1991-2010, indicating location of seasonal tidal mixingnts. Shading shows the observed temperature differeapeb{ittom), from all

monthly-mean EN4 profiles during 1991-2010 (Good et al. 320Roints showing> 1°C are coloured grey for clarity.

served stratification. This shows that across the majofitgeshelf, the fronts are found in a similar location in botbdels,

and compare well with observations. Similarity betweenrtiaels is consistent with the fact that both have similaregep
sentations of the major tidal constituents, and have simaggtical mixing schemes. However, there are improvemientise
position of fronts in the western Channel, as well as the weast of Scotland. This is consistent with the reduced dugas
(and hence reduced errors) of M2 seen in Figure 2. Aside fropmaved representation of the coastline in AMM15, there are
also differences between the bathymetry used in AMM15 (EMétipand AMM7 (NOOS). In particular, there is an average
increase in water column depth off the west coast of Scotlaithe order o20 m. Partly this may be due to the use of a more
recent, improved bathymetric product, based on increasedbar of available observations. The increased resolwilbalso
allow deep channels between islands to begin to be resoltasl.increased depth can then prevent the water column from
being fully mixed during the summer months.

Figure 6 shows mean vertical profiles for temperature andigsatiuring summer for stratified regions across the caenital
shelf. In the North Sea (Region 1), there is a cool bias atuhase along with a warm bias at depth (Figure 6a,g). Theze ar
a number of factors that could influence anomalies acrosshtél, including errors in surface fluxes, or advection imt@ut
of the region. Vertical profiles will also be strongly influssd by vertical mixing and light attenuation schemes. Wiiike
horizontal resolution has been increased in AMM15, theeeldeeen little change in the vertical resolution or paranisdgon
schemes. Therefore it is unsurprising that similar biasesain in the vertical profiles and stratification, as indicaby a
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Figure 6. Mean summer (JJA) temperaturgd] and salinity profiles for three stratified regions, shovenhatched regions in the upper
left panel: North Sea (NS), Outer Shelf (OS) and Norwegiaen€h (NT). All panels show 20 year-mean profiles, for JJA,112010.
Observations (black) are monthly EN4 profiles (Good et &11,3). Upper panels (a-f) show mean profiles with depth, lopasrels (g-1)
show anomalies with depth for respective profiles, whf® = (Tanra — Ten4). Results from AMM15 and AMM?7 are shown in blue

and green, respectively.

similar surface bias in the region (Figure 3). The warm angratidepth during the summer (Figure 6g) will contribute to a
warm surface bias during autumn, following the breakdowstdtification (Figure 3d,h).

Contrary to the North Sea, the outer shelf (Region 2, Figerg 8hows a surface which is too warm. This may be related
to the warm surface bias that does still exist along the direlik (Figure 3c), due to a lack of vertical mixing in thisiceg
Comparison with salinity profiles confirms that the surfec®b fresh, whereas the deeper ocean is more saline thavetse
(Figure 6d,j). For AMM15, the warm bias decreases with deptth reduced bias compared to AMM7 (Figure 6i).

Figure 7 shows the summer bottom temperature anomaliesthiAMM15 and AMM7, compared with EN4 observations.
This demonstrates that both models have a warm bias throtigin® North Sea. However, anomalies in bottom temperature
vary spatially. The mean profiles for the North Sea and ounelf §Figure 6g,i) show a warm anomaly at depth, consistetiit w
the mean bias shown in Figure 7. However, along the shelkbAdM7 has a cold bias in bottom temperatures, consistent

15



1.0

(@  JA, E=0.498 + 1.315 °C

- —
¢ R

0.8
60|
0.6

50}

-0.6
-0.8

: (o -1.0
=15 -10 =5 0 5 10

(b) A, E=0.465 + 1.119 °C
e —rear ‘ 1.0
’%-:}4 N L
7 :
el R 3 o % 0.8

0.6

55+

50}
-0.6

-0.8

-1.0
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with a lack of vertical mixing. It is also worth noting thatsie the depth across the shelf varies (frer20 — 200m), the
anomalies shown in bottom temperature will not necessadtyespond to the base of the mean vertical profiles showm. Fo
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example, Figure 6g shows a maximum temperature anomaly iMABMat40 — 50m. The largest anomalies in Figure 7 are
found towards the shallower southern North Sea and coagjmirrs (Figure 1).

For AMM15, the bias in bottom temperature is reduced apgriogcthe shelf break (Figures 6i and 7). This suggests that
in regions with a greater influence from the open ocean, AMIddSorms better than the current configuration. This may be
a result of AMM15 having improved representation of sheldk processes, or reduced off-shelf biases, which woutld bo
influence biases in this region. The mean bi¥ $hown in Figure 7 does not appear reduced at higher resolitiowever,
this includes an increased warm bias in the Baltic for AMMa6tside the AMM7 domain. Excluding these points outside
the AMM7 domain, AMM15 is then shown to have a reduced biasmaned to AMM7, 0f0.366 + 1.001°C compared to
0.465 4+ 1.119°C, respectively.

mixing schemesand surfaceforcing, this resultis not entirely surprising.Acrosslarge areasof the shelf, the climate will
be predominanthdriven by a balanceof vertical forces(surfacebuoyancyfluxesandvertical mixing) ratherthanhorizontal

advectionlt is thereforeclear that further work is needed to improxerticatprocesses-thisconfiguratiotherepresentation
of thesevertical processedHowever, given that there are spatially varying anomal@sss the shelf, the response to altering
availableparameters will vary. Improving the choice of vertical nmgischemes is still an active topic of research (Luneva et al.
2017), and the aim would be to improve those used in futureatio@al systems.

Previous studies have assessed the impact on stratificztiosing an alternative light attenuation scheme (O’'Ded.et a
2017). The uniform RGB scheme used here assumes a Chlorophgentration 0b.05 mg.Chlnt 3 (Lengaigne et al., 2007).
This may be appropriate for the majority of the open oceahwillunderestimate chlorophyll concentration throughtiis
domain. This also neglects additional impact of suspenédihgent. The scheme tested by (O’'Dea et al., 2017) ases
single-band light attenuation scheme, where the depthdtpation varies with the depth of bathymetry. While thisesme
may be appropriate for regions of the North Sea where depiltely proportional to the water clarity, it does not accotor
high chlorophyll concentrations in deeper, nutrient-ricters, such as the Norwegian Trench, and the North Eagttftia\
test has been run using this scheme in the AMM15 domain (ravtish Some improvement is seen in the North Sea, however
other regions see increased biases emerge in the summdd suctace bias results off-shelf, and SST is also furthéuced
in the Norwegian Trench, where a cool bias already exists@rsmmer. Further tests are needed to investigate the iimpac
including 2D chlorophyll variability, or KD-490 schemes.

The Norwegian Trench shows increased anomalies in AMM15paoed with AMM7 (Region 3, Figure 6k,l). In addition
to the fresh anomaly found at the surface (Figure 4), theadsis a warm, saline anomaly at depth. These anomalies gugges
a potential difference in the balance of heat and freshwiedasport between the Atlantic and Baltic Sea through tleadh.
Given that both th&attic-andAtantic-Atlantic andBaltic boundaries have been altered in this configuration, thechadauch
changes on the Norwegian Trench transport should be theautfj further studyWhile the additionof barotropicforcing

at the Baltic boundaryshouldleadto improvementsn AMM15, 1.5km resolutionis still relatively coarsewhencompared
to narrowchannelswithin the DanishStraits. It is also possiblethat the differencein SSHforcing usedat the Atlantic and

17



@) SST, °C (b) SSS

— AMM15
— AMM7
— OSTIA

34.5) ,
34.4| : ‘ 1
1990 1995 2000 2005 2010 2015 1990 1995 2000 2005 2010 2015

© BotT, °C (@ Bot S

34.6

4 i i i i i i i L
g1990 1995 2000 2005 2010 2015 1990 1995 2000 2005 2010 2015
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region shown in Figure 6). Blue and green lines show mearegdior AMM15 and AMM7, respectively. For SST (top left), OKTCCI
reanalysis (Merchant et al., 2014) are provided for conspari

Baltic boundariesouldleadto aninaccuratdlow throughtheregion(e.g., Mattsson, 1996k urtherwork is neededo assess

whethetheanomalieseenn AMM15 resultfrom limitationsin themodelgrid andbathymetrypr forcing ateitherthe Baltic
or Atlantic boundaries.

3.4 Temporal Variability

Both AMM7 and previous configurations have been used for teng climate studies, as well as operational forecastsléAsi
from being able to reproduce a mean climatology, it's theso &rucial to assess whether model simulations are staide, a
can reproduce observed variability in the region. Figure@\s the temperature and salinity variability over the stieting

the course of the simulation. For both the models shown lleeesurface temperature trends agree with OSTIA data, with a
increase through the 1990s reaching a maximum in the mid200llowed by cooling in 2010. Previous studies have shown
a warming trend since the 1980s across the NW Shelf, with arage increase in SST of between 0.1 andOdecade!
over the period 1983-2012 (Dye et al., 2013a). This warmiag fkeen mostly attributed to atmospheric temperatures (e.g
Meyer et al., 2011; Holt et al., 2012).

Across the shelf, both models show the same variabilitysistent with the fact that both are forced with the same atmo-
spheric data (ERA-Interim). However, the mean surface ggatpre in AMM15 has a reduced bias compared with AMM7.
Analysis of the monthly timeseries (not shown) shows thatdifference between the two models is greatest in springnwh
AMMTY has a larger cool bias across the shelf (also shown imr€i@). Breaking the variability down into subregions of
the shelf, again both model show similar variability (nobwin), with any remaining bias matching that shown in the mean
climatology.
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Observations from bottom trawl surveys within the North Seggest that bottom temperatures have similarly incredased
~0.2—0.5°Cdecade’ during 1983-2012 (Dye et al., 2013a). Figure 8 shows theageebottom temperature across the shelf
for both AMM15 and AMM7. Both models show similar variabjlito the surface temperature, increasing from the mid 1990s
to a maximum mean temperature in 2007, followed by a deciadX@10.

It may be expected that the SSS or sub-surface salinity may gheater differences between the models. Temperature on
the shelf is predominantly influenced by surface heat flui#sle salinity will be partly influenced by evaporation (aneince
temperature), it will also be significantly influenced bydbadver runoff and advection (both of which will differ beégn the
models). Comparing the two models, there is an obvious dsirg trend in AMM7, compared with no significant trend for
AMM15 (Figure 8). Similar trends are again found in both theface and bottom of the water column.

salinity, there are no shelf-wide timeseries for comparistowever, previous studies have analysed trends in theddistal
waters (Dye et al., 2013b). Bottom trawl observations saggeositive trend in the North Sea, from 1971-2012, likelg tb
the influence from inflowing Atlantic water (Hughes et al.12D However, in other regions, there is no significant |oeiga
trend, with large ranges of sub-decadal variability infleeshby river runoff around the coast and southern North Bédle

appeargo drift towardsthe AMM15 meanvalue,this suggestsheremay be a largerdifferencebetweenconsecutivéorcing

4 Discussions and Future Work

The next generation ocean forecast model for the Europea® K#¢ been introduced here, with the intention that it will
become operational in 2018. The new configuration has isereeesolution, with .5 km grid spacing throughout the domain,
compared to~ 7km in the previous configuration. A 30 year non-assimilative has been used to demonstrate the ability of
this new configuration (AMM15) to represent the mean state\amiability of the region, in comparison with the the cuntre
operational system (AMM7).

While-thereisstilluneertaintysurroundingheabselutecausesitiselearThe increasedesolutiondoesmakethis model
moreexpensiveo run. Howeverthe capacityis thereto providethis newsystemandwith increasedesolutionthereis greater
to seeimprovementgomparedo theexisting7 km domain.While somebiasesarecommonbetweerthe two models thereis
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configurationjt is then reassuringo seethat AMM15 previ #-not i 2
acresshemajority of continueso providea reasonableepresentationf theNerth WestShelfregion.majortidal constituents.

wettinganddrying within thedomain,whichis currentlyin developmenfor NEMO vn4.0.
Similar biases remaisafor stratificationacrossthe continental shelf, particularly in the North Sea. Gitka fact that

climate on the shelf can be predominantly driven by a balafheertical forces (surface buoyancy fluxes and verticalingx
rather than horizontal advection, it is not surprising tihattwo models are similar. Both have the same atmosphetnin
vertical mixing schemes and vertical resolution.

For regions that show little or no improvement, this progideotivation for targeted bias reduction. In the North Seare
is a need for improved understanding of stratification \alitgt, and how this is represented across the shelf. Bidscton
here will initially focus on improvements to the light atteation and vertical mixing parameterisation schemes. 8 kelsemes
should lead to improved stratification and surface clim@gglacross the whole domain, and will be the focus of futuneyst

There has been substantial progress in developing mixirtgpia@n shelf seas over recent decades (e.g. Umlauf and &ukch
2005), however they still struggle through a lack of spegfigsical process representation (Luneva et al., 2017 gBrg to-
gether recent developments in direct observations of tenbyproperties and LES modelling, for example in researofepts
such as PycnMix (Pycnocline Mixing in shelf seas) and OSM®@&Icean Surface Mixing , Ocean Sub-mesoscale Interaction
Study) (Belcher et al., 2012), has the potential to lead tist&ntial improvements in vertical mixing schemes for thelfs
seas.

Further work is also needed to assessrentsandtransport within the regiorgreits-alongwith their impact on model
hydrography. In the Norwegian Trench, biases are found larger than the current operational system. Heat and fratgmw
transport through the Trench will be influenced by both thiiBand Atlantic boundaries. Given the number of factorsalth
are likely to impact on changes seen here (including botloitetion and data used for boundary forcing), further eixpents
are needed to assess the response to individual perturbaliioparticular, significant changes have been made to dftec B
boundary, which warrant further investigation. Attritartiof biases to changes in the location of boundaries, chimseimg
products, or local heat or freshwater fluxes within the regamuld then inform future development of the operatiogatem.

This model has been developed with operational implemientais the primary goal. However, aside from this purpose,
this configuration also provides an excellent new tool fareegch. This study has focused on the long term climatology
and stability of the model, but there are many differencelse@een on shorter timescales, and smaller spatial scaies (e
Guihou et al., 2017; Badin et al., 2009; Holt and Proctor,808s with the Norwegian Trench, further research is neaded
attribute improvements in the model climatology across#iggon to changes in horizontal resolution as opposed todbeny

locations, forcing or parameterisation schenddsereWith the increasedesolutionallowing for improvedrepresentatioof
mesoscaléo submesoscalprocesseacrosshe domain(suchaseddies fronts andinternaltides), thereis a wide scope for
process studies her€heimpactof suchprocesseen forecassskill, will alsobethe subjectof furtherstudy.
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Table 2. Compilation keys for AMM15 simulations.

Key

Description

key_bdy

key dynspg_ts
key_l df sl p
key_tide

key_vvl
key_zdfgls

key harm ana

key shel f

key_i onput
key_nosi gnedzer o

key_vect opt | oop

Use open lateral boundaries

Free surface volume with time splitting
Rotation of lateral mixing tensor

Activate tidal potential forcing

Variable Volume Layer

Generic Length Scale turbulence scheme
Restartable tidal analysis

Diagnostic switch for output

Input output manager

Ensure reproducibility with SIGN function

Vector optimisation

One of the biggest challenges ahead will be to see how therbhiggiution simulation responds to data assimilation and

coupling with biogeochemistry, as part of the operatiogateam. However, this configuration has already been imphtaade

as the ocean component of the UK Environmental PredictidtER) system (Lewis et al., 2017), where it has been coupled

with atmospheric and wave models. Initial results are veoyrpsing, and demonstrate the value of increased ocealutieso

for simulating the wider climate system.

5 Code availability

AMML15 is a regional configuration of NEMO (Nucleus for Eur@peModels of the Ocean), at version 3.6 stable (Madec,
2016). Model code is freely available from the NEMO websitgv(v.nemo-ocean.eu). After registration the FORTRAN code
is readily available using the open source subversion soéyhttp://subervsion.apache.org). Additional modifes to the

NEMO v3.6 trunk are required for AMM15 simulations, and thekanges can be found in the NEMO repository. The simula-

tions discussed here were compiled at NEMO r5549. Howewvemtiginal changes have now been merged under r6232, and

can be found within the following branchr anches/ UKMO AMML5 v3_6_STABLE package. Tests have confirmed

that there is no significant difference in model results leemthese two code revisions.

The compilation keys required for these simulations atedign Table 2.

An example namelist for the control simulation, containaligchosen parameterisations, can be found under the foigpw
DOI: 10.13140/RG.2.2.27237.40164 (Graham, 2017).
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6 Data availability

The nature of the 4D data generated requires a large tapgsttacility. The data that comprise the AMM15 hindcast $anu
tion are of the order of 90TB. However, the data can be mad&hl@upon contacting the authors.

Bathymetry was obtained from the EMODnet Portal: EMODnethBenetry Consortium, EMODnet Digital Bathymetry
(DTM), EMODnet Bathymetry (September 2015 release).

River gauge data was provided by pers. comm from Dr. S. M. \@gulwven, CEFAS, Lowestoft, UK. The riverine forcing

used for this control simulation can be made available upguest.

Acknowledgements. Simulations were carried out on the Cray HPC at the Met Offii€, We acknowledge the Centre for Environmental
Data Analysis (CEDA) for the use of JASMIN (Lawrence et aQ12) for processing model input data.
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