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Abstract.

The ALADIN System is a numerical weather prediction (NWP) system developed by the interna-
tional ALADIN consortium for operational weather forecasting and research purposes. It is based on
a code that is shared with the global model IFS of the ECMWF and the ARPEGE model of Météo-
France. Today, this system can be used to provide a multitude of high-resolution limited-area model
(LAM) configurations. A few configurations are thoroughly validated and prepared to be used for the
operational weather forecasting in the 16 Partner Institutes of this consortium. These configurations
are called the ALADIN Canonical Model Configurations (CMCs). There are currently three CMCs:
the ALADIN baseline-CMC, the AROME CMC and the ALARO CMC. Other configurations are
possible for research, such as process studies and climate simulations.

The purpose of this paper is (i) to define the ALADIN System in relation to the global counter-
parts IFS and ARPEGE, (ii) to explain the notion of the CMCs, (iii) to document their most recent
versions, and (iv) to illustrate the process of the validation and the porting of these configurations to
the operational forecast suites of the Partner Institutes of the ALADIN consortium.

This paper is restricted to the forecast model only; data assimilation techniques and postprocessing

techniques are part of the ALADIN System but they are not discussed here.
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1 Introduction

The ALADIN Systenﬂ is the set of pre-processing, data assimilation, forecast model and post-
processing/verification software codes shared and developed by the Partners of the ALADIN con-
sortiu to be used for running a high-resolution limited-area model (LAM) for producing the best
possible operational Numerical Weather Prediction (NWP) applications based on a configuration
compatible with their available computing resources. The ALADIN consortium is a collaboration
between the National (Hydro)Meteorological Services (NHMSs) of 16 European and North-African
countrie see[ALADIN international team|(1997). This consortium was created in 1990.

The ALADIN consortium carries out an ambitious research program and has delivered a state-
of-the-art NWP system that is used by its Members states for their operational weather-forecasting
applications. This is achieved by the following specific activities. The consortium performs research
and development activities with the aim of maintaining the ALADIN System at scientific and tech-
nical state of the art level within the NWP community. It carries out the necessary scientific and
technical studies to define and maintain the ALADIN System and its Canonical Model Configura-
tions. The consortium organizes the general maintenance of the ALADIN System with the aim to
create new Versions on a regular basis. It organizes coordination and networking activities in order
to support the ALADIN Consortium members in their ability to run the ALADIN Canonical Model
Configurations on the computing platforms of their national Institutes. The consortium provides a
platform for sharing scientific results, numerical codes, operational environments, related expertise
and know-how, as necessary for all ALADIN Consortium members to conduct operational and re-
search activities with the same tools.

The collaboration follows the initial objectives of the consortium, as they were introduced by its

founder Jean-Frangois Geleyn:

(a) to have or to gain with the help of other members the capability to define, build and run local

versions of the ALADIN System, but also,

(b) to build the capability to conceive, develop, test and ultimately integrate scientific ideas locally

and finally in the new versions of the ALADIN System.

IThe ALADIN acronym stands for Aire Limitée Adaptation Dynamique Développement International (International de-

velopment for limited-area dynamical adaptation)
2See http://www.umr-cnrm.fr/aladin/.
3 Currently the Partners of the ALADIN consortium are (1) Office National de la Météorologie, Algeria, (2) Zentralanstalt

fiir Meteorologie und Geodynamik, Austria, (3) Royal Meteorological Institute of Belgium, Belgium, (4) Bulgarian Na-
tional Institute of Meteorology and Hydrology, Bulgaria, (5) Meteorological and Hydrological Service, Croatia (6) Czech
Hydrometeorological Institute, Czech Republic, (7) Météo-France, France, (8) Hungarian Meteorological Service, Hungary,
(9) Direction de la Météorologie Nationale, Morocco, (10) Institute of Meteorology and Water Management - State Research
Institute of Poland, Poland, (11) Instituto Portugués do Mar e da Atmosfera, Portugal, (12) National Meteorological Admin-
istration of Romania, Romania, (13) Slovak Hydrometeorological Institute, Slovakia, (14) Slovenian Environment Agency,

Slovenia, (15) Institut National de 1la Météorologie de Tunisie, and (16) Turkish State Meteorological Service, Turkey.
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Both objectives lead to the benefit of all through the exchange of expertise and the improvements of
the ALADIN System, and contributes to the steady progress of the discipline of NWP (Bauer et al.|
2015)). One consequence is that the consortium as a whole is responsible for the code as a whole.
Therefore, creating a new version of the source code and its maintenance is a transversal activity
within the consortium.

While all Partner services have the capacity to implement their operational versions of the AL-
ADIN System by themselves, some activities are organized into more formally structured coopera-
tions to develop applications that go beyond the deliverables of the ALADIN consortium.

The ALADIN consortium hosts the geographically localized Regional Cooperation for Limited-
Area Modelling in Central Europe consortium (RC LACE), with seven members: the national Na-
tional (Hydro-)Meteorological Services of Austria, Croatia, Czech, Hungary, Romania, Slovakia and
Slovenia. It contributes a lot on the development of the ALADIN System. It made key contributions
to the ALADIN non-hydrostatic dynamical core and the development of the physics parameteriza-
tions, in particular the ALARO CMC that will be described in section [3.3] This consortium pro-
vides extra resources to exchange and to process meteorological data used for the operational data
assimilation systems in the RC LACE Partner countries. RC LACE develops and operates a pan-
European probabilistic system Limited Area Ensemble Forecasting LAEF based on the ALADIN
System (Wang et al., [2011},2014)

Since 2005, the ALADIN consortium also shares its code with the HIRLAM consortiun{'|through
a cooperation agreement (Bengtsson et al., 2017).

The codes of the ALADIN System are common with the codes of the global Integrated Fore-
cast System (IFS) of the ECMWH| and the global ARPEGE model°| of Météo-France (Courtier
and Geleynl [1988;; |Courtier et al.l [1991). The common, shared codes of the ALADIN System are
managed in a central repository maintained by Météo-France with the help of the Partners of the
ALADIN consortium. From this repository versions of the ALADIN System are assembled on a
regular basis following the updates of the IFS cycles and the scientific improvements developed
within the LAM community. This includes an assembling of the latest developments of ECMWF
and Météo-France. The code evolution of the ALADIN System is thereby triggered by (i) updates
with respect to IFS/ARPEGE versions, (ii) the implementation of novel scientific developments
and (iii) specific code modernization (e.g. towards object-oriented code design) or optimization (for
High-Performance Computing, HPC).

The aim of this link between the LAM and global models is threefold. First we can consider the
configurations of the ALADIN System as limited-area configurations of the global model. Secondly,
by sharing parts of the codes, the maintenance efforts can be reduced and developments done in

either global or limited-area models become mutually available. Lastly, as mentioned by Warner

4HIgh-Resolution Limited-Area Model consortium
°European Centre for Medium-Range Weather Forecasts
®Action de Recherche Petite Echelle Grande Echelle
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et al.| (1997), keeping a maximum of consistency between the global model and the LAM model
dynamics and physics can reduce the errors at the lateral boundaries (LBCs) and can be beneficial
for the lateral-boundary coupling of the LAM.

A quasi infinite number of choices can be made in the scientific physics and dynamics options of
the configurations of the ALADIN System. This offers a high degree of freedom for the participating
Partners of the ALADIN consortium to configure their national NWP applications, and even to
develop tailor-made applications to address specific requests from their end users. On the other
hand, it should be stressed that not all combinations of the available dynamics and physics schemes
lead to scientifically meaningful model configurations.

Historically the ALADIN model was created as the LAM version of ARPEGE (Radnéti et al.|
1995)). Since all of the ALADIN countries nowadays target their applications at resolutions within
the so-called convection permitting scales, two physically-consistent model configurations called
AROMEE] (Seity et al., 2011} and ALAR(ﬂ have been developed to address the need for applications
at these resolutions. The current efforts to assemble, validate, document and maintain new versions of
the ALADIN System, are focused on these two ‘canonical’ model configurations. However, in order
to keep the close link with the global model ARPEGE, a LAM configuration that uses the ARPEGE
physics is maintained. This configuration is still called the ALADIN model configuration. The new
versions of these ALADIN model configurations are not collectively exported to operational NWP
applications of the ALADIN Partners anymore, but they undergo a minimal validation and can be
used in scientific projects where a mesoscale model is needed.

This paper is organized as follows. In section 2] the ALADIN System will be described. The pur-
pose is to define the ALADIN System by indicating its specificities related to code architecture with
respect to the global models ARPEGE and IFS, paying special attention to the validation process of
the newest version of the ALADIN System. In section 3| the notion of CMCs will be introduced in
more detail. The scientific description of the recent CMCs will be presented. Section[d] will illustrate
how the recent versions have been exported to the ALADIN Partner countries. The paper will be
concluded with a discussion and a short outlook in section[5} The scope of this paper will be limited
to the forecast model configurations. For instance, data assimilation is part of the ALADIN System

codes but will not be described here nor any postprocessing methods.

2 Description of the ALADIN System
2.1 Generalities

A Version of the ALADIN System is a release of the ALADIN System. Some Versions are distributed

at regular times to the ALADIN Partners for research and development, as well as for operational

7 AROME stands for Application of Research to Operations at Mesoscale.
8 ALARO stands for ALadin-AROme.
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purposes. These Versions are called export versions. A Configuration of the ALADIN System is
a subset of ALADIN Codes used by a consortium member for its own implementation. Canonical
Model Configurations (CMCs) are configurations of the ALADIN System for which the ALADIN
consortium organizes collective efforts for the scientific and technical validation according to the
state of the art of the latest research and development. The consortium also organizes the coordi-
nation and networking activities in order to install and run these canonical configurations in the
operational NWP suites of the ALADIN Consortium Members.

Today there are two CMC:s in the full sense: the AROME model configuration and the ALARO
model configuration. While the ALADIN configuration is not exported to the Partners of the con-
sortium anymore, it is considered as the baseline-CMC to ensure the link with the global model
ARPEGE.

Code updates are done about every 6 months: one common with IFS/ARPEGE, one common only
to the ALADIN Partners.

A new Version build is planned about one year in advance, and this original kick-off decision is
followed by an “upstream coordination” process with the intention to anticipate as much as possible
any potential conflict between expected code commitments. This effort is considered strategic for
the NWP system, due to its highly integrated nature, and it is involving scientific experts along with
system (programming) experts.

The practical understanding of the link between the global IFS/ARPEGE and the limited area
ALADIN code updates can be seen as a piece of genuine ARPEGE/ALADIN know-how. Scientific
developments performed first in one system might be of potential interest to the other system, which
raises the question of how to thoroughly analyse the implementation steps for such a transfer of

science. A few fundamental rules are followed:

— for spectral space codes, adaptations from spherical harmonics to bi-Fourier sprectral decom-
positions (or vice versa) are routinely analysed. This adaptation usually will result in specific
new codes mimicking the call trees and the general structure of the original development (e.g.

horizontal diffusion).

— for the grid point computations involving geometry, adaptation from spherical definitions to
plane projected settings, or vice versa, are done (e.g. horizontal interpolations). However, some
general available data enable a common use of information in both codes, like the map factor

of the projection or the direction of the geographical North.
— the handling of the poles is specific to the global code, and usually occurs as an optional code.

— the lateral boundaries are handled where necessary as optional code with respect to the global
version. Alike, the treatment of lateral boundary coupling is an optional code within the gen-

eral time stepping of the whole system.



150

155

160

165

170

175

180

Section provides more details about the code architecture of the ALADIN System within the
IFS/ARPEGE framework. This rather unique duality between two geophysical numerical simula-
tion codes has offered opportunities of cross-fertilization, like for instance the implementation of a
nonhydrostatic dynamical kernel. The first code of nonhydrostatic dynamics appeared in the lim-
ited area system, and was a few years later adapted to the global version. Note that adapting to the
global code was not a mandatory decision for the full IFS/ARPEGE and ALADIN Systems to be
maintained in regular conditions. The decision eventually was taken when the scientific opportunity
for this transfer became obvious. In the other way round, the first versions of the Semi-Lagrangian
advection code were developed in IFS/ARPEGE and then converted into the limited area version.
This conversion actually happened quickly, as it opened the floor for significantly longer time steps
in the hydrostatic LAM configurations that were operated in the 1990ies.

The practical steps of the initial build of a new ALADIN Version release are mostly taking place
at Météo-France: merge of code contributions, early validation process. Progressively, as the early
versions become technically stable, some remote installation and further validation can take place,
until the new release is declared. This process does not comprise pre-operational local implemen-
tations in which then the meteorological quality of a new release is evaluated, beyond the technical
tests.

The technical validation is done in several steps, some of which being ignored if found unneces-

sary:

1. a benchmark of base tests: adiabatic model versions, change of model grid geometry versions,
tangent-linear/adjoint model run tests, and specific forecast tests including physics packages

among which those used for defining the CMCs;

2. comparison with the previous reference version, aiming to trace back changes that disrupt bit
reproducibility, or to put it differently, verifying that bit reproducibility is broken for under-

stood reasons;

3. computation of statistical scores such as bias and root-mean-square errors (RMSE) with re-

spect to observations or reference analyses;
4. specific model output diagnostics used in research mode like averages of model tendencies;
5. one-dimensional model tests to assess profiles of fields and their tendencies;

6. specific data assimilation test periods are run (the time period is chosen in order to match with

a recent context for the throughput of observations).

This process is meant to bring the embedded implementations of the LAM configurations of the
ALADIN System in phase with the cycles of the global IFS and the ARPEGE models and is called

"phasing". The cycle numbers of the ALADIN Versions are the same as the corresponding cycles
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of IFS and ARPEGE. The outcome of the build and validation process is a new Version of the
ALADIN System labelled in the Météo-France central source code repository. Mature Versions of
the ALADIN System are packages in so-called “export versions” for installation in the ALADIN

Partner centers.
2.2 The scientific and technical specificities of the code architecture of the ALADIN System

The definition of the ALADIN System is rooted in the options of the shared code to configure the
LAM model configurations. This section describes the architecture of the code to outline what is
common with the global model and what differentiates the LAM configurations from the global
model.

One of the main concerns in the developments of these codesﬂis the special care taken to be able to
run the model configurations with long time steps or, to put it non-dimensionally, with large Courant
numbers. Most of the choices in the development of the numerical treatments of the dynamics and
the physics parameterizations are made from that point of view. As far as is known today, from
recent intercomparisons (see e.g. Michalakes et al) 2015)) this key feature, combined with hybrid
(MPI/OpenMP) parallelization capabilities makes IFS/ARPEGE/ALADIN models the most efficient
or cheapest ones to run, each in their categories, in terms of "time to solution".

The code of the ALADIN System is shared with the code of the IFS of ECMWF and the ARPEGE
model of Météo-France. The current operational versions use a spectral dynamical core with a two-
time level semi-Lagrangian semi-implicit scheme (Ritchie et al.,[1995;|Robert et al.,|1972; |Simmons
et al., [1978; [Temperton et al., [2001). The use of a spectral transform method naturally implies that
there is no horizontal staggering of the variables in the gridpoint calculations part. To solve the semi-
implicit problem, the dynamic equations are reduced to a single Helmholz equation in the horizontal
divergence. In the equations of the dynamics the u and v components of the wind fields are recast in
terms of absolute momentum. As such the Coriolis term, as well as the curvature terms, do not appear
on the right-hand side and, as a result, do not enter the linearized semi-implicit (SI) formulation.
Indeed, the approach taken to solve the SI problem is remarkably efficient insofar as the problem is
horizontally separable: then, the spectral method enables an elegant, direct purely algebraic solution.
This efficiency is lost whenever parameters depending on the horizontal coordinates are kept in
the linear problem. Actually, one such parameter, the map factor, does enter the SI problem, but
its horizontal dependency is handled in a semi-analytical way, leading to a weakly non-diagonal
problem in spectral space, therefore enabling to keep most of the advantages of the spectral solving

method.

9Historically the code had to run in time-critical applications on a large variety of available computing platforms across
the different Partners of the ALADIN consortium. Hence the specific care for numerical efficiency through the use of large

time steps.
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Table 1. Schematic overview of the time-step algorithm of the configurations of the ALADIN System and the

choices that differentiate them with respect to the global ARPEGE model.

step

options (LAM vs. global)

horizontal derivatives (vorticity, divergence and pressure/temperature gradients)

inverse spectral transform: spectral to gridpoint

bi-FFT !
Legendre, FFT

computation of the physics contributions

calculation of the tendencies of the prognostic variables of the model state

computation of the explicit gridpoint dynamics and
adding it to the total tendencies of the prognostic variables

computation of the semi-Lagrangian departure points and
interpolation of the tendencies to these points

addition of the interpolated tendencies to the model state

lateral boundary coupling

AROME physics
ALADIN/ALARO physics

INTFLEX

IFS/ARPEGE/ALADIN hydrostatic
ALADIN-NH

SLHD

bi-periodic LBC conditions

10.

direct spectral transforms

solving the semi-implicit Helmholtz equation

bi-FFT
Legendre, FFT

IFS/ARPEGE/ALADIN hydrostatic
ALADIN NH

The time-step computations are organized in such a way that the same dynamics formulations

can be used for both limited-area and global geometries. The time-step algorithm is schematically

outlined in table [I)in a simplified manner. Mind that this algorithm is not the same for IFS as far as

the physical parameterizations calculations are concerned. In the IFS, the physics is performed on

variables at different times depending on the physical process, whereas in the ARPEGE model and

the ALADIN System it is performed entirely on the ¢t — dt state variable before calling the explicit

part of the dynamics, see Termonia and Hamdi (2007)).

Three features differentiate the ALADIN System configurations from its global counter part:

1. the choice of the horizontal bi-Fourier spectral transform instead of the spherical spectral

2. the lateral-boundary conditions (LBCs) (step 8 in table and

transforms (steps 1, 2, 9 in table[I)) and a formulation of the Helmholtz equation in term of the

proper operators and map factors (step 10),

3. the physics packages which are adapted in step 3 in table [I] for an application at the high-

resolutions targeting the convection-permitting scales, as shown in Fig. 2}

2.2.1 The ALADIN-NH non-hydrostatic dynamical core

The code can be run with a non-hydrostatic dynamical core that solves the fully compressible Euler

equations (Bubnova et al., [1995). This dynamical core is referred to as ALADIN-NH and may be
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used in both AROME CMC and ALARO CMC typically for horizontal grid point distance shorter
than approximately 3 km. This is a rough limit when the size of smallest circulation structures
resolved in horizontal becomes comparable to their largest vertical size and so the non-hydrostatic
effects become progressively important starting from there.

The vertical coordinate system uses a mass-based hybrid pressure terrain-following coordinate
1 (Stimmons and Burridgel (1981} [Laprise}, [1992)). The vertical discretization is based on finite dif-
ferences (Simmons and Burridge, [1981) or finite elements. For the latter the implementation of
B-splines of either linear or cubic order (Untch and Hortal, 2004) can be used in the hydrostatic
case only, while in the non-hydrostatic case B-splines of general order are introduced according to
Vivoda and Smolikoval (2013)). Unlike the hydrostatic case, in the ALADIN-NH dynamical core not
only the integral operators but also the vertical derivatives need to be discretized since they appear in
the set of basic equations. Moreover, the basic constraints being satisfied in the continuous case with
the finite-differences vertical discretization are not fulfilled by the finite-element vertical discretiza-
tion. It follows that the elimination of all prognostic variables but one is not possible when solving
Helmholtz equation and an iterative procedure is being applied in this case.

There are two additional prognostic variables compared to the hydrostatic model core: the non-
hydrostatic pressure departure from the hydrostatic pressure and a specific expression of the vertical-
divergence variable, denoted as d.

This choice ensures satisfactory stability properties of the semi-implicit scheme (Bénard et al.,
2004, 2005). However, in the semi-Lagrangian advection scheme, in the case of a flow over steep
slopes, the accuracy of the calculation may be reduced depending on the choice of the bottom bound-
ary condition for d. The solution proposed by |Smith| (2002) is to use the vertical wind w instead of
vertical divergence in the explicit part of the semi-implicit calculations. This allows the free-slip
lower boundary condition to be introduced in its most natural form, without the need for any ex-
tra assumptions. These simpler calculations then lead to an enhanced accuracy in the vicinity of
steep slopes. Vertical staggering of prognostic variables is a necessary consequence of this approach
resulting in the calculation of two sets of semi-Lagrangian trajectories, one at full model levels for
most of the prognostic variables and a second one at the intermediate levels for the vertical velocities.
Furthermore, a transformation from w to d and vice versa needs to be performed at the beginning
and at the end of the explicit computations. Recently, more conservative semi-Lagrangian horizontal
weights were proposed which take into account the deformation of air parcels along each direction
in the COMAD scheme (Malardel and Ricard, 2015). This scheme allows to use more conserva-
tive horizontal interpolation weights for the variables temperature, wind, specific moisture, surface
pressure, pressure departure and vertical divergence.

The non-hydrostatic equation set can be solved using a separable, linear non-iterative semi-implicit
problem. However, the parameter domain of stability is reduced with respect to the hydrostatic case.

One way of improving it is to use two distinct temperatures in the scheme, instead of a single one.
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Roughly, one characterizes gravity waves, the other acoustic waves. To go further, Bénard| (2003)
proposes to see the semi-implicit scheme as a highly linearized single iteration approximation to the
tangent-linear iterative fix-point search of the more exact solution. From this analysis, he derives a
more stable but iterative scheme called the Iterative Centered Implicit scheme. A number of dynam-
ical non-linear terms are recomputed at each iteration, with optional precision (and cost) levels, and
the SI solved again with recomputed right-hand terms. This scheme can alternatively be viewed as
belonging to the predictor-corrector family.

The dynamical core (both hydrostatic and non-hydrostatic) includes a linear numerical horizontal
diffusion based on a power of the Laplace operator as proposed by Jakimow et al.| (1992). The
operator is included in the solver of the Helmholtz equation in the spectral part of the computations
in step 10 in table[T]and is thus solved implicitly. For the iterative centered implicit time scheme, the
spectral horizontal diffusion is applied at each iteration step, whilst physical tendencies and semi-

Lagrangian trajectories may not be recomputed and could be kept from the predictor step.
2.2.2 SLHD: a semi-Lagrangian horizontal diffusion scheme

The code also allows to use a non-linear Semi-Lagrangian Horizontal Diffusion (SLHD) scheme,
computed under step 6 of the time-step algorithm in table [I| The original version of the scheme
was developed and implemented by [Vana et al.| (2008). Later its conservative properties were im-
proved by using a carefully constructed class of semi-Lagrangian interpolators, exploiting the fact
that accuracy and damping properties of an interpolator are not strictly tied. On a 4-point stencil in
one dimension it is possible to construct a class of second order accurate interpolators with broadly
varying damping, and with spectral selectivity equivalent to the fourth order diffusion. An additional
control of spectral response is obtained by using an optional Laplacian smoother. Non-linearity of
the SLHD scheme is achieved via a modulation of the diffusion strength by the horizontal deforma-
tion rate of the flow. Due to its grid-point character, the scheme enables to apply diffusion also on
quantities that are not transformed to spectral space, such as specific humidity, cloud condensates,

or the turbulent kinetic energy (TKE).
2.2.3 Digital-Filtering Initialization (DFI) and scale selective DFI (SSDFT)

The shared code also allows to perform a Digital-Filtering Initialization (DFI) on a model state
(Lynch, |1990). In operational applications an optimal version is used (Lynch et al., [1997) based on
a Dolph-Chebyshev filter (Lynchl [1997). |Termonia (2008)) observed that such temporal filters may
filter out fast moving signals in the small scales and implemented a Scale-Selective Digital-Filtering
Initialization (SSDFI) in the shared ARPEGE/ALADIN code.

Most of the above-described features are embedded in the common code with the global ARPEGE

model.

10
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Figure 1. The domain of the LAM model is composed of three zones: a physical central zone (C), an interme-
diate zone (I) where the lateral-boundary conditions are imposed by a relaxation, and the extension zone (E)

where artificial periodic extensions of the fields are inserted.

2.2.4 Implementation of the Davies lateral-boundary coupling

The structure of the geographical domain of the LAM configurations is based on the idea of
land Machenhauer| (1993). It has three zones as shown in Fig. [T| consisting of a physical central zone

(C), an intermediate zone (I) where the lateral-boundary conditions are imposed by a relaxation, and
a so-called extension zone (E) where artificial periodic extensions of the fields are inserted before
performing the direct fast Fourier transforms. The double periodicity implies that the geometry of
the spectral LAM is essentially a torus as opposed to a sphere for the global model configurations.
In operational applications the C+I domain is most commonly mapped onto the sphere by means of
a conformal-Lambert projection. The other two conformal projections are also possible, namely the
polar stereographic and the Mercator projections.

The LAM configurations of the ALADIN System use the relaxation scheme in the
I zone in Fig. [T} which nudges the fields from the fields of the host model to the guest model. Instead
of using the proposed nudging coefficients by (1983), in the ALADIN System this is done

by a parameterized function:
a(z) =1 (p+1)2F +p2Ftt, ¢

where z is the normalized distance form the boundary of the C zone to the border of the I zone. The
shape of the relaxation curve « is fixed by tuning the variable p (the current configurations use a
value of p = 2.16 for wind and temperature, and p = 5.52 for water vapor and hydrometeors). The

width of the I zone is typically 8 grid points, but this number is increased in the implementations

11
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with high resolutions (e.g. for the 1.3 km resolution setup of Météo-France 16 grid points are used).
For the size of the E zone 12 grid points are taken.

In the ALADIN System the lateral-boundary conditions are imposed in step 8 in table [I] just
before the spectral transforms. This is done by relaxing the result of the explicit part of the dynamics
(computed in step 5 in table[I)) to the fields of the host model after they have been subjected to the
operator of the semi-implicit scheme as proposed by Radndti| (1995). Symbolically this looks like,

chl:aXG+(1—a) <1—A2t£> Xg, 2)

where X is the updated tendency of the LAM model state after step 7, X7 is the field of the host
model, L is the linear operator of the semi-implicit scheme and « is taken as in Eq.[I} The result of
Eq.[2L X°P! is then transformed to spectral space and becomes the input to the Helmholtz solver in

step 10. The fields are made periodic in the extension zone by spline functions.
2.2.5 Implementation Boyd’s scheme and extensions thereof

The new biperiodization and LBC scheme proposed by [Boyd! (2005) has been implemented in the
ALADIN System by [Termonia et al.| (2012). They introduced some other options to adapt it to the
semi-Lagrangian scheme and to make the scheme more flexible. For instance, the code can be run
with a disjoint split between the relaxation in the I zone and the biperiodic windowing in the E zone
of Fig. [T} which improves upon the original proposal of [Boyd (2005) where the relaxation and the
biperiodic windowing overlap. It has been shown that such a configuration with a truncation of the
semi-Lagrangian trajectories at the edge of the C+I zone, gives better results than the Davies scheme

(Degrauwe et al., 2012).
2.2.6 Interpolations of initial and coupling data in space and time

In practice the configurations of the ALADIN System are coupled to the IFS or to the ARPEGE
model. To this end the dynamical fields are spatially interpolated to the LAM domain. The periodic
extensions are inserted in the E zone at this stage. To run the system with Boyd’s scheme, one needs
the information of the fields of the host model outside the C and the I zone, see/Termonia et al.|(2012).
The results are stored in files. These files usually contain the spectral coefficients of the dynamical
fields. Such files are created at Météo-France or ECMWF and transferred to the ALADIN Partners
in a timely manner. They are computed with the resolution corresponding to the average horizontal
resolution of the driving model, not the target one, to save bandwidth and transfer time. These files
are short-handedly called the telecom files.

The interpolation software also allows to interpolate the fields of a LAM configuration to a LAM
subdomain with possibly a new resolution. The telecom files are created at regular times with one-
hour, three-hour or six-hour time intervals. These files are read during a forecast run of the guest

model and interpolated in time to get the fields at each time step. Mind that time interpolations of the
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bi-periodic fields yields bi-periodic fields. In practice the time interpolation is carried out by a linear
interpolation or a quadratic interpolation (Tudor and Termonial [2010). Termonial (2004) found that a
temporal interpolation of 3-h coupling updates may, in rare cases of a fast moving storm entering the
domain through the boundaries, result in errors of up to about 10 hPa in the mean-sea level pressure
fields (Termonia et al., 2009). [Termonia et al.| (2011} proposed to use an error-detection procedure
based on a recursive digital filtering procedure within the global model and to apply a restart in such
cases. This procedure is used operationally in the forecast suite of the Royal Meteorological Institute
(RMI). Alternative ways for detecting the errors from the fields available in the telecom files from
IFS have been explored (Tudor, 2015).

2.2.7 The coupling of the physics schemes to the dynamical core by the flexible
physics-dynamics interface INTFLEX

The scientific content of the physics schemes that are called under step 3 in table [1| for ALADIN,
ALARO and AROME will be described in section 31

The coupling of the physics to the dynamics (step 4 in table [I) is based on a flux-conservative
formulation developed by (Catry et al.[|(2007). A flexible version of this physics-dynamics interface,
called INTFLEX, has been recently implemented and validated in the common code by Degrauwe
et al.| (2016 that facilitates the implementation of new species and processes. The use of INTFLEX
for the AROME configuration has improved the life-cycle dynamics of the cold pool mechanism
in deep convective systems. The INTFLEX code functions as an interface routine to plug in the
different physics packages in the time-step algorithm. It is common to the ARPEGE model and to
the configurations of the ALADIN System.

2.2.8 Parallellism

For the efficiency of the LAM configurations on modern parallel computing architectures, the same
strategies as for the global IFS/ARPEGE models are employed, with limited needs of adaptation.
Mostly thanks to ECMWF and the integration concept, this code is characterized by a rather rare
fully parameterized hybrid parallelization (MPI/OpenMP) capability. This means that the code can
use various mix of distributed memory parallel tasks and shared memory parallel threads. On the
current dominant interconnected multi-CPU boards, the LAM configurations primarily use the same
cache-blocking mechanism for cache-based computer (Zwieflhofer et al.| 2003; Hamrud et al.,

2012). This comes along with two-dimensional Message Passing distributions (MPI), both in spectral

10 These are the so-called NPROMA blocks, named after the dimensioning NPROMA variable. This variable was initially
designed to optimize the vectorization length on vector machines. The NPROMA blocking was developed first for vector
shared memory machines. Then the code was adapted for vector distributed memory machines by introducing MPI. Then

OpenMP has been progressively implemented.
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space, and in gridpoint space. On top of this cache-blocking slicing the LAM configurations can
further use a parallelism by OPEN-MP threads.

Recently, the performances on large computing domains has been significantly improved by intro-
ducing an input/output server developed by Météo-France. It enables to resume the time integration
itself, while the writing to disk is performed in parallel. Reading may also be distributed. Dual par-
allelization makes it possible to use multicore boards. Dual parallelization combined with parallel
I/O together with a much reduced number of time-steps to reach a given forecast range makes these
codes extremely efficient, even though the transpositions required by the use of spectral transforms
are not ideal from a scalability viewpoint.

The main three particularities of the LAM parallelism with respect to the global model configura-

tions concern:

1. the handling of the coupling data in gridpoint space, for which a specific Message Passing

distribution and parallelism has been developed;

2. the handling of the limited area aspects in gridpoint space. Unlike in the global model, the
semi-Lagrangian trajectories have to be constrained to the physical area C+I and possibly a
margin of the extension zone in the case of the Boyd solution mentioned above. Also, the
semi-Lagrangian trajectories are computed on a plane, which requires, among other things, to

construct the so-called halo for the MPI implementation in a different way.

3. In spectral space, the distributed Fourier-transform code is shared with the global model in
the zonal direction; while in the other direction a second distributed Fourier transform code

replaces the distributed Legendre transforms.

3 The Canonical Model Configurations

The three physics packages ALADIN, AROME and ALARO can be called under step 3 of the time-
step organization in table|l} Their target resolutions are illustrated in Fig.|[2| The AROME CMC and
the ALARO CMC are respectively based on the cycles CY41T1 and CY40T1 and both are described
in sections 3.2l and

3.1 The ALADIN baseline-CMC

The current ALADIN baseline CMC calls the ARPEGE physics that is used at Météo-France be-
tween summer 2013 and spring 2017. Here we limit ourselves to a brief description of this version.

Its radiation scheme is based for the long-wave on the so-called RRTM scheme (Mlawer et al.|
1997} Iacono et al.,2008)) and for the short wave the six-band Fouquart-Morcrette scheme (Fouquart
and Bonnell |1980; Morcrette, 1993)). The boundary layer parameterization is based on the prognostic

equation of the Turbulent Kinetic Energy (Cuxart et al.| 2000) that is also used in the AROME CMC
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Figure 2. The different LAM configurations of the ALADIN System and their target resolutions.

Table 2. The ALADIN CMC
parameterization/dynamics scheme references
dynamics hydrostatic ARPEGE/ALADIN  [Temperton et al. 1 ;|Radnéti et al.
radiation RRTMG_LW, SW6 Mlawer et al.|(1997); Tacono et al. (2008); [Fouquart and Bonnel
turbulence CBR Cuxart &I. 2000}; |B0ugeau1t and LacarrereH@
microphysics LopezHZOOZj; |Bouteloup et al. HZOOS
shallow convection KFB Bechtold et al.|(2001 ;|Bazile etal. l
deep convection Bougeault|(1985
clouds Smith|(1990
sedimentation scheme Bouteloup et al.|(2011
orographic gravity wave drag Catry et al.|(2008
surface scheme SURFEX Masson et al.|(2013
LBC scheme Davies scheme Davies H% Radnéti , Termonia et al.

but associated with the shallow convection scheme (KFB) based on a CAPE closure (Bechtold et al.|
[2001)), both schemes are linked to the thermal production of TKE computed by the KFB scheme and
by a modification of the original mixing length from [Bougeault and Lacarrere] (1989) by the shallow
cloud from KFB (Bazile et al, [2011)). The deep convection is represented by an updated version
of the mass-flux scheme based on a moisture convergence closure [1985). Alternatively,
deep convection can now be represented using the PCMT scheme (Prognostic Condensates Micro-

physics and Transport) (Piriou et all, 2007} [Guérémy, [2011). This scheme is already operational in
the ARPEGE ensemble prediction system, and will soon be in ARPEGE. The cloud microphysics

has four prognostic variables (cloud water and ice and liquid and solid precipitation) for the resolved
precipitation (Lopez, [2002; [Bouteloup et al.l 2005)) and the probability distribution function for the
statistical cloud scheme comes from [1990). A parameterization of subgrid orographic effects

2008) represents gravity wave drag, wave deposition, wave trapping, form drag and lift
effects. For the continental surface the SURFEX software (Masson et all, 2003)) is used with the
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Table 3. The AROME CMC

parameterization/dynamics ~ scheme references

dynamics non-hydrostatic ALADIN  |Bénard et al.|(2010)

radiation RRTMG_LW, SW6 Tacono et al.|(2008), Mlawer et al.|(1997), Fouquart and Bonnel|(1980)
Morcrette|(2001)

turbulence CBR Cuxart et al.|(2000), Bougeault and Lacarrere |(1989)

microphysics ICE3 Pinty and Jabouille|(1998)

shallow convection PMMCO09 Pergaud et al.|(2009)

deep convection -

clouds Bechtold et al.|(1995); [Pergaud et al. |(2009)

sedimentation scheme Bouteloup et al.|(2011)

surface scheme SURFEX Masson et al.|(2013)

LBC scheme Davies scheme Davies|(1976)/Radn6ti|(1995), [Termonia et al.|(2012)

options used in the AROME model configuration, as will be described below and in section [3.2] The
chosen physics schemes of the ALADIN CMC are summarized in table[2]

3.2 The AROME CMC

The AROME canonical model configuration has been developed to run in the convection-permitting
resolutions starting from 2.5-km resolution. It is a non-hydrostatic convective-scale limited-area
model setup described by |Seity et al.| (2011) and Brousseau et al.|(2016). Its physical parameteriza-
tions come mostly from the Méso-NH research model (Lafore et al., |1998)) whereas the dynamical
core is the Non-Hydrostatic ALADIN one described in section It is run with a light, single-
iteration predictor-corrector step which allows to use long time steps (50s at 1.3km horizontal reso-
lution for instance). The recent versions of the AROME configurations' | use the COMAD scheme
for the semi-Lagrangian advection as is also described in section [2.2.1]

The AROME configuration uses a turbulence scheme based on a prognostic equation of turbulent
kinetic energy (TKE), a mass flux shallow convection scheme, a one-moment microphysics prog-
nostic scheme, a detailed surface scheme, and a radiation scheme described below.

The representation of the turbulence is based on a prognostic TKE equation (Cuxart et al., 2000}
combined with a diagnostic mixing length (Bougeault and Lacarrere, |1989). The conservative vari-
ables defined for this TKE scheme are liquid potential temperature, and the total water vapor (ad-
dition of water vapor and cloud water specific contents). The turbulence scheme used in AROME
differs from the one used in ALADIN mainly on the vertical discretization of TKE defined on full
levels versus half levels respectively. Both schemes have been compared in several 1D cases and the

results are very similar. There is an an ongoing work to share exactly the same code.

'ICOMAD is active in the ALADIN System code since CY40T1 and in particular in the current cycle CY41T1 described

here.
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A mass flux scheme (Pergaud et al., 2009) based on the eddy diffusivity mass flux (EDMF) ap-
proach (Soares et al., [2004) is used as parameterization of dry thermals and shallow cumuli. This
scheme uses the same conservative variables as the turbulence scheme. In the boundary layer, the
formulations depend on the buoyancy and on the vertical speed of the updraft, whereas in clouds,
they are computed using a Kain-Fritsch buoyancy sorting (Kain and Fritsch, [1990). Some improve-
ments have been introduced in the latest version of the scheme (more consistent treatment of solid
phase in the updraft, algorithmic corrections).

A statistical cloud scheme is used in AROME (Bechtold et al., [1995; | Bougeault, [1982) based
on the computation of the variance of the departure to a local saturation inside the grid box diag-
nosed by the turbulence scheme. The cloud fraction and the cloud condensate content are given by
a combination between a Gaussian and a skewed exponential PDF. The cloud profiles of the shal-
low convection are combined with the cloud parameters resulting from the statistical adjustment.
Apart from turbulence and convection, there can be other sources of variance like gravity waves, in
particular with stable conditions when turbulent and convective contributions are too weak to pro-
duce clouds. In order to represent these extra sources of variance, a variance term proportional to
the saturation total water specific humidity is added to the one computed by the turbulence scheme
(de Rooy et al. |2010). In this way, in particular conditions (weak turbulence), the cloud scheme’s
gets the characteristics are those of a RH-scheme, where cloud cover is simply a function of the
relative humidity.

AROME uses a one-moment microphysics scheme (Pinty and Jabouillel 1998} [Lascaux et al.|
20006), named ICE3, with five prognostic variables of water condensates (cloud droplets, rain, ice
crystals, snow and graupel). ICE3 is a three-class ice parameterization coupled to a Kessler’s scheme
for the warm processes. Hail is also implemented but not activated in the current version of AROME.
The diameter spectrum of each water species is assumed to follow a generalized Gamma distribution.
Power-law relationships are used to link the mass and the terminal fall speed velocity to the particle
diameters. More than 25 processes are parameterized in a sequential way inside this scheme. A PDF-
based sedimentation scheme is used for the numerical efficiency of the microphysics computation
with relatively long time steps, as described in |Bouteloup et al|(2011). In order to investigate the
aerosol-cloud interactions, a 2-moment mixed microphysical scheme (Vié et al.| 2016)) has been
developed in Meso-NH and implemented in AROME (used in research mode, not yet activated in
the operational suit<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>