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We thank the referees for their reviews. To facilitate the review process we have copied the 

reviewer comments in black text. Our responses are in regular blue font. We have responded to 

all the referee comments and made alterations to our paper (in bold text). Figures, tables, and 

sections in the responses are numbered as in the revised manuscript unless specified, while page 

and line numbers refer to the ACPD paper. 

 

Anonymous Referee #1 

In the study at hand, a previously developed kinetic box model is applied to a plethora of scenarios 

that could be encountered when using oxidation flow reactors (OFR) to produce secondary 

organic aerosol (SOA) in the presence of NO. Peng et al. present a very detailed study that, while 

not directly relevant for the general public, might be very helpful for the specialized field of 

atmospheric researchers employing OFR and falls within the scope of ACP. Especially the 

comprehensive Fig. S7 should be a fantastic resource for research groups working with OFR and 

without excess to kinetic modelling tools. The authors convincingly show that the conditions in 

which OFR are often operated are far from atmospheric relevance. 

 

R1.0) The article is well-structured, but is now and then difficult to read, e.g. in Sects. 3.1.1 and 

3.2. A reason for this might be that the narrative doesn’t closely follow the figures, and, while the 

figures contain lots of useful information, it seems that much of the given information is not 

discussed in the manuscript, which would technically render most of the figures in the main text 

supplementary material. I would like to encourage the authors at this point to re-think their use of 

figures in this manuscript. For example, can the information in Figure 1 be presented in a more 

concise, meaningful way? It also does not help that positions and sizes of fonts and symbols in 

Fig. 1 are different in all three panels. This does not diminish the solid scientific message of this 

work, but would help immensely to reach a larger audience. Thus, I can recommend this paper 

for publication in ACP after only minor revisions, but would encourage the authors to revise the 

visual presentation of their scientific results. Further point-by-point comments are given below. 

We have made the sizes of fonts and symbols identical in the 3 panels of Fig. 1. To improve the 

legibility of Sections 3.1.1 and 3.2, we have made modifications to the text in a number of places: 

reformulating/reordering sentences, adding/improving references to figures, clarifying some 

details etc. In particular, we have referred to Fig. S7 in the ACPD version (Fig. S3 in the revised 

version; other figures in SI also renumbered accordingly) in these sections as well as elsewhere 

in the paper to better take advantage of its large amount of useful information. Note that Fig. S7 

(in the ACPD version) was included mainly for experimental planning purposes. We did not aim 

to explain every feature in Fig. S7 in the ACPD version and have only referred to it when useful, 

and have not substantially changed the text just according to the material in this figure. 

The modified Sections 3.1.1 and 3.2 now read as follows: 
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Section 3.1: 

“In OFR185-iNO, NO is not oxidized extremely quickly under all conditions. For instance, 

under a typical condition in the midrange of the phase space shown in Fig. 1a, τNO ~13 s. 

This lifetime is much shorter than the residence time, but long enough for OHexp to reach 

~3x1010 molecules cm-3 s, which is equivalent to an OH equivalent age of ~6 hrs. Such an 

OH equivalent age is already sufficient to allow some VOC processing and even SOA 

formation to occur (Lambe et al., 2011; Ortega et al., 2016). Within τNO, NO suppresses HO2 

through the reaction NO+HO2→NO2+OH, leading to NOexp/HO2exp of ~700 during this period, 

high enough for RO2 to dominantly react with NO. Meanwhile, NO+HO2→NO2+OH enhances 

OH production, which helps OHexp build up in a relatively short period. In addition, non-

tropospheric photolysis of VOCs at 185 and 254 nm is minor (F185exp/OHexp ~ 600 cm/s, Fig. 

1a), because of enhanced OH production and moderate UV. Therefore, such an OFR 

condition may be of some interest for high-NO VOC oxidation. We thus analyze the NOy 

chemistry in OFR185-iNO in more detail below, by taking the case shown in Fig. 1a as a 

representative example. 

In OFR185-iNO, HOx concentrations are orders-of-magnitude higher than in the 

atmosphere while the amount of O3 produced is relatively small during the first several 

seconds after the flow enters the reactor. As a result, NO is not oxidized almost exclusively 

by O3 as in the troposphere, but also by OH and HO2 to form HONO and NO2, respectively 

(Fig. 1a). The large concentration of OH present then oxidizes HONO to NO2, and NO2 to 

HNO3. Photolysis only plays a negligible role in the fate of HONO and NO2 in OFRs, in 

contrast to the troposphere, where it is the main fate of these species. This is because the 

reactions of HONO and NO2 with OH are greatly accelerated in OFR compared to those in 

the troposphere, while photolysis not (Peng et al., 2016). The interconversion between NO2 

and HO2NO2 is also greatly accelerated (Fig. 1a), since a large amount of HO2 promotes the 

formation of HO2NO2, whose thermal decomposition and reaction with OH in turn enhance 

the recycling of NO2. Though not explicitly modeled in this study, RO2 are expected to 

undergo similar reactions with NO2 to form reservoir species, i.e., peroxynitrates (Orlando 

and Tyndall, 2012). Peroxynitrates that decompose on timescales considerably longer than 

OFR residence times may serve as effectively permanent NOy sinks in OFRs (see Section 

3.3.1). 

Interestingly but not surprisingly, the NOy chemistry shown in Fig. 1a is far from temporally 

uniform during the OFR residence time (Fig. S1a). Within τNO, NO undergoes an e-fold 

decay as it is rapidly converted into NO2 and HONO, whose concentrations reach maxima 

around that time. After most NO is consumed, HONO and NO2 also start to decrease, but 

significantly more slowly than NO, since they do not have as many and efficient loss 

pathways as NO. The reaction of OH with HONO, the dominant fate of HONO, is slower 

than that with NO (Fig. 1a). The net rate of the NO2-to-HO2NO2 conversion becomes low 

because of the relatively fast reverse reaction (Fig. 1a). Besides, the total loss of NO2 is 

partially offset by the production from HONO. The generally stable concentrations of 

HONO and NO2 (Fig. S1a) result in their respective reaction rates with OH that are 

comparable during and after τNO (Fig. 1a), as OH variation is also relatively small during the 
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entire residence time (Fig. S1b). However, the NO2-to-HO2NO2 conversion after τNO is much 

faster than during it (Fig. 1a), resulting from substantially decreased NO and HO2 

concomitantly increasing >1 order of magnitude after τNO (Fig. S1a,b). HNO3 and HO2NO2, 

which are substantially produced only after NO2 is built up, have much higher 

concentrations later than within τNO. 

Under other OFR185-iNO conditions than in Fig. 1a, the major reactions interconverting 

NOy species are generally the same, although their relative importance may vary. At lower 

NOin, the perturbation of HOx chemistry caused by NOy species is smaller. Effects of NOin 

less than 1 ppb (e.g., typical non-urban ambient concentrations) are generally negligible 

regarding HOx chemistry. Regarding NOy species, the pathways in Fig. 1a are still 

important under those conditions. At higher NOin (e.g., >1 ppm), one might expect NO3 and 

N2O5 to play a role (as in OFR254-iNO; see Section 3.1.2 below), since high NOy 

concentrations might enhance self/cross reactions of NOy. However, this would not occur 

unless OH production is high, since relatively low O3 concentrations in OFR185-iNO cannot 

oxidize NO2 to NO3 rapidly. Also, a large amount of NOy can lead to significant OH 

suppression. That would in turn slow down the NO3 production from HNO3 by OH. This is 

especially true when an OFR is used to oxidize the output of highly concentrated sources 

(e.g., from vehicle exhausts). When sources corresponding to OHRext of thousands of s-1 

and NOin of tens of ppm are injected into OFR185 (Fig. 1b), they essentially inhibit active 

chemistry except NO consumption, as all subsequent products are much less abundant 

compared to remaining NO (Fig. S1c).” 

And Section 3.2: 

“Having illustrated the main NOy chemical pathways for typical cases, we present the 

results of the exploration of the entire physical parameter space (see Section 2.2). Note 

that the explored space is indeed very large and gridded logarithmically uniformly in every 

dimension. Therefore, the statistics of the exploration results can be useful to determine 

the relative importance of the conditions types defined in Section 2.2 and Table 3. 

It has been shown that during τNO, RO2 can react dominantly with NO (Section 3.1.1), while 

to determine if a condition is high-NO (see Table 3), the entire residence time is considered. 

This is done because for VOC oxidation systems of interest, there will be significant 

oxidation of the initial VOC and its products under low-NO conditions, if τNO is shorter than 

the reactor residence time. After most NO is consumed, the longer the remaining residence 

time, the more RO2 will react with HO2 and the more likely that an input condition is 

classified as low-NO. For a condition to be high-NO, a significantly long τNO is required. 

Figure 3 shows the fractional occurrence distribution of good/risky/bad conditions in the 

entire explored condition space over logarithm of r(RO2+NO)/r(RO2+HO2), which 

distinguishes high- and low-NO conditions.  In OFR254-iNO, τNO is so short that no good 

high-NO condition is found in the explored range in this study (Fig. 3a). A fraction of 

explored conditions are bad high-NO. These conditions result from a full consumption of 

O3 by NO. Then very little HOx is produced (right panels in Fig. S3h), but the fate of any 

RO2 formed is dominated by RO2+NO (right panels in Fig. S3i). However, also due to 



4 
 

negligibly low OH concentration, little RO2 is produced and non-tropospheric photolysis 

of VOCs is also substantial compared to their reaction with OH under these conditions, 

classifying all of them as “bad” (Fig. 3a). 

In OFR185-iNO, in addition to the typical case shown in Fig. 1a, many other cases have a 

τNO of ~10 s or longer (Figs. S3b and S4), which allow the possibility of high-NO conditions. 

Indeed, ~1/3 of explored conditions in OFR185-iNO with a residence time of 3 min are high-

NO (Fig. 3b). Most of these high-NO conditions are also classified as bad, similar with those 

in OFR254-iNO. More importantly, in contrast to OFR254-iNO, good and risky high-NO 

conditions also comprise an appreciable fraction of the OFR185-iNO conditions. It is easily 

expected that very high OHRext and NOin lead to bad high-NO conditions (all panels in Fig. 

4), since they strongly suppress HOx, which yields bad conditions and in turn keep NO 

destruction relatively low. Besides, the occurrence of bad high-NO conditions is reduced 

at high UV (bottom panels in Fig. 4), which can be explained by lowered NO due to high O3 

production and fast OH reactant loss due to high OH production. Good high-NO conditions 

are rare in the explored space. They are only 1.1% of total explored conditions (Fig. 3b) 

and present under very specific conditions, i.e., higher H2O, lower UV, lower OHRext, and 

NOin of tens to hundreds of ppb (Figs. 4 and S5). Since a very high NO can suppress OH, 

to obtain both a significant NO level and a good conditions, NOin can only be tens to 

hundreds of ppb. As NOin is lower and OH is higher than under bad high-NO conditions, 

UV should be lower than bad high-NO conditions to keep a sufficiently long presence of 

NO. Thus, UV at 185 nm for good high-NO conditions are generally lower than 1012 photons 

cm-2 s-1 (Fig. S5). In addition, a low OHRext (generally <50 s-1) and a higher H2O (the higher 

the better, although there is no apparent threshold) are also required for good high-NO 

conditions (Fig. S5), as Peng et al. (2016) pointed out. Risky high-NO conditions often 

occur between good and bad high-NO conditions, e.g., at lower NOin than bad conditions 

(e.g., Cases ML, MM, HL, and HM in Fig. 4, see Table 2 for the typical case label code), at 

higher OHRext and/or NOin than good conditions (e.g., Cases ML and MM), and at lower H2O 

than good conditions (e.g., Case LL). 

The trend of the distributions of good, risky, and bad low-NO conditions is generally in line 

with the analysis in Peng et al. (2016). For low-NO conditions, NOy species can be simply 

regarded as external OH reactants, as in Peng et al. (2016). As H2O decreases and/or OHRext 

or NOin increases, a low-NO condition becomes worse (good→risky→bad) (Figs. 4 and 5). 

In OFR185-iNO, increasing UV generally makes a low-NO condition better because of an 

OH production enhancement (Fig. 4); while in OFR254-iNO, increasing UV generally makes 

a low-NO condition worse (Fig. 5), since at a higher UV, more O3 is destroyed and the 

resilience of OH to suppression is reduced. 

As discussed above, the fraction of high-NO conditions also depends on OFR residence 

time. A shorter residence time is expected to generally lead to a larger fraction of high-NO 

conditions, since the time spent in the reaction for t > τNO is significantly smaller. Thus, we 

also investigate an OFR185-iNO case with a residence time of 30 s. In Fig. 3b, compared to 

the case with a residence time of 3 min, the distributions of all condition types 

(good/risky/bad) of the 30 s residence time case shift toward higher r(RO2+NO)/r(RO2+HO2). 
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Nevertheless, shortening the residence time also removes the period when the condition 

is better (i.e., less non-tropospheric photolysis), when external OH reactants have been 

partially consumed and OH suppression due to OHRext has been reduced later in the 

residence time. As a result, the fractions of good and risky conditions decrease (Fig. 3b). 

With the two effects (higher r(RO2+NO)/r(RO2+HO2) and more significant non-tropospheric 

photolysis) combined, the fraction of good high-NO conditions increases by a factor of ~3. 

An even shorter residence time does not result in a larger good high-NO fraction, since 

the effect of enhancing non-tropospheric photolysis is even more apparent.” 

R1.1) The authors have to define “non-tropospheric” photolysis, which shows up as early as in 

the abstract, but is never properly defined. Is the connotation of stratospheric or mesospheric 

photolysis intended? 

185 and 254 nm photons, the main driver of OH production in OFRs, do not exist in the 

troposphere. VOC photolysis at these wavelengths can only occur above the troposphere. We 

thus call it “non-tropospheric”. 

We have modified the following sentence in L79 to include a clarification of non-tropospheric 

photolysis: 

“Peng et al. (2016) systematically examined the relative importance of non-OH/non-

tropospheric reactants on the fate of VOCs over a wide range of conditions, and provided 

guidelines for OFR operation to avoid non-tropospheric VOC photolysis, i.e., VOC 

photolysis at 185 and 254 nm.” 

 

R1.2) Why have the authors chosen the term “risky” for conditions that are not unambiguously 

good or bad? What is the “risk” that is taken here? It would be helpful to briefly motivate the use 

of this word around l. 171. 

We choose the word “risky” for conditions that are not unambiguously good or bad for experiments 

with all SOA precursors. Under risky conditions, some VOCs may have significant non-

tropospheric photolysis while others may not. To further clarify the good/risky/bad conditions, we 

have modified the text in L172 to read: 

“Under good conditions, photolysis of most VOCs has a relative contribution <20% to their 

fate; under bad conditions, non-tropospheric photolysis is likely to be significant in all 

OFR experiments, since it can hardly be avoided for oxidation intermediates, even if the 

precursor(s) does not photolyze at all. Under risky conditions, some species photolyzing 

slowly and/or reacting with OH rapidly (e.g., alkanes, aldehydes, and most biogenics) still 

have a relative contribution of photolysis <20% to their fates, while species photolyzing 

more rapidly and/or reacting with OH more slowly (e.g., aromatics and other highly 

conjugated species and some saturated carbonyls) will undergo substantial non-

tropospheric photolysis. Note that these definitions are slightly different than in Peng et 

al. (2016).” 
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R1.3) Fig. 2: What is shown on the x-axis? Please label/explain these cases. This is also relevant 

in the later discussion, around l. 323. 

We believe that the meaning of the typical case labels have been well defined in Table 2. For 

more clarity, we have modified the following text to better refer readers to that table. 

In L150: 

“We explore physical input cases evenly spaced in a logarithmic scale over very wide 

ranges: H2O of 0.07%–2.3%, i.e., relative humidity (RH) of 2–71% at 295 K; 185 nm UV of 

1.0x1011–1.0x1014 and 254 nm UV of 4.2x1013–8.5x1015 photons cm-2 s-1; OHRext of 1–16000 

s-1; O3,in of 2.2–70 ppm for OFR254; initial NO mixing ratio (NOin) from 10 ppt to 40 ppm. 

Besides, conditions with OHRext=0 are also explored. UV at 254 nm is estimated from that 

at 185 nm according to the relationship determined by Li et al. (2015). Several typical cases 

within this range as well as their corresponding 4 or 2-character labels (e.g., MM0V and HL) 

are defined in Table 2.” 

In L319: 

“In addition, a low OHRext (generally <50 s-1) and a higher H2O (the higher the better, 

although there is no apparent threshold) are also required for good high-NO conditions 

(Fig. S4), as Peng et al. (2016) pointed out. Risky high-NO conditions often occur between 

good and bad high-NO conditions, e.g., at lower NOin than bad conditions (e.g., Cases ML, 

MM, HL, and HM, see Table 2 for the typical case label code), at higher OHRext and/or NOin 

than good conditions (e.g., Cases ML and MM), and at lower H2O than good conditions 

(e.g., Case LL).” 

In the caption of Fig. 2 (L756): 

“Figure 1. Relative variances (left axes)/uncertainties (right axes) of several outputs (i.e., 

NO, NO3, and OH exposures) of Monte Carlo uncertainty propagation, and relative 

contributions of key reactions to these relative variances in several typical cases (denoted 

in 4-character labels, see Table 2 for the typical case label code) in OFR185-iNO.” 

 

R1.4) l. 295: You compare NO lifetime to reactor residence time. Should it not be better to 

compare to e.g. VOC lifetime in the reactor, or generally to total overturn of reactive material? I 

can imagine a scenario where NO is used up very quickly, but so are all other reactive gases, so 

that much of the reactor residence time is not used to make (or age) SOA and hence mostly 

irrelevant anyhow 

We do not agree that a situation where “much of the reactor residence time is not used to make 

(or age) SOA and hence mostly irrelevant anyhow” after NO is used up quickly is likely. Even for 
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primary VOCs with lifetimes comparable with or shorter than that of NO, their oxidation 

intermediates/products actually have significant presence for a much longer period than NO 

lifetime (Nehr et al., 2014; Schwantes et al., 2017). Besides, heterogeneous OA oxidation can be 

important at high photochemical ages in OFR (Hu et al., 2016), leading to decomposition and 

revolatilization of particle-phase species. Whether RO2 generated from these second and later 

generation species undergo high-NO or low-NO oxidation still matters in OFR chemistry, 

regardless of NO lifetime. Therefore, we believe that the entire residence time is the appropriate 

period of interest for the high/low-NO considerations. 

In addition, we have investigated a case with much shorter residence time (30 s) to more focus 

on NO and primary VOC oxidation, as the further oxidation is limited by the short residence time. 

This case may be seen as closer to the Referee’s scenario. However, the fraction of good high-

NO conditions in this case is still comparable to that with a residence time of 180 s. 

For more clarity, we have added the following sentence at the end of the first paragraph of Section 

S1 (L94 in SI): 

“The entire residence time is taken into account since there is still significant presence of 

VOCs after NO and primary VOCs are destroyed. The oxidation intermediates/products of 

primary VOCs can exist for a much longer period than NO lifetime (Nehr et al., 2014; 

Schwantes et al., 2017). In addition, heterogeneous OA oxidation can be important at high 

photochemical ages in OFR (Hu et al., 2016), leading to decomposition and revolatilization 

of particle-phase species. Thus continuing oxidation processes are very likely to occur 

during the entire the residence time.” 

 

R1.5) l. 299: Figure 3 is very complex, yet is doesn’t find much introduction. Please expand your 

discussion of this figure the first time it is referenced in the text 

To introduce Fig. 3, we modify the text to L298 to read: 

“Figure 3 shows the fractional occurrence distribution of good/risky/bad conditions in the 

entire explored condition space over logarithm of r(RO2+NO)/r(RO2+HO2), which 

distinguishes high- and low-NO conditions. In OFR254-iNO, τNO is so short that no good 

high-NO condition is found in the explored range in this study (Fig. 3a).” 

 

R1.6) l. 40: “on similar timescales” 

Corrected as the Referee suggested. 

 

R1.7) l. 41: Is there an “of” missing after “decoupling”? Alternatively: “… to decouple …” 
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We have added “of” after “decoupling” and now the sentence reads: 

“Chemical reactors allow for decoupling of these two types of processes.” 

 

R1.8) l. 72: Please give a unit of exposure. Also relevant e.g. in line 197. 

We have specified the units of all key quantities mentioned in this paragraph as well as in L197. 

The modified text in L71 reads: 

“Li et al. (2015) and Peng et al. (2015) developed a box model for OFR HOx chemistry that 

predicts measurable quantities [e.g., OH exposure (OHexp, in molecules cm-3 s] and O3 

concentration (abbr. O3 hereinafter, in ppm)] in good agreement with experiments. This 

model has been used to characterize HOx chemistry as a function of H2O mixing ratio (abbr. 

H2O hereinafter, unitless), UV light intensity (abbr. UV hereinafter, in photons cm-2 s-1), and 

external OH reactivity [in s-1, OHRext=∑kici, i.e., the sum of the products of concentrations 

of externally introduced OH-consuming species (ci) and rate constants of their reactions 

with OH (ki)].” 

And that around L197: 

“We evaluate this issue below by calculating NO effective lifetime (τNO, in s), defined as NO 

exposure (NOexp, in molecules cm-3 s) divided by initial NO concentration, under various 

conditions.” 

 

R1.9) l. 275: Instead of “similar with those cases” it must read “similar to those cases”. 

Corrected as the Referee suggested. 

 

R1.10) l. 394: “Despite its double bond, ethene reacts as slowly with NO3 as alkanes, likely due 

to lack of alkyl groups enriching electron density on the C=C bond, which slows NO3 addition.” 

Why is this relevant here?  

In that text we explained why ethene is different from other alkenes. Readers can thus get the 

message that NO3 reacts rapidly with species with C=C bond, except ethene. It is not rigorous to 

draw the conclusion that alkenes react rapidly with NO3 without mentioning this exception. 

 

R1.11) l. 439-441: This sentence is confusing, the word “process” seems out of place here. 
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We rewrite the sentence as follows: 

“As a result of NO3exp/OHexp ~100, only a minor portion of cresol could have undergone OH 

addition and then H-elimination again. This pathway leads to the formation of 

methyldihydroxybenzenes and other OH-oxidation products (Atkinson and Arey, 2003).” 

 

R1.12) l. 444-447: In this sentence, please briefly state again (maybe in parenthesis) which route 

is which in this example (H-abstraction vs. OH addition) to avoid confusion. 

We have stated the pathways in parenthesis and the text in L444 now reads: 

“In summary, the model results suggest that there were two possible routes leading to 

nitroaromatic formation. However, one of them (recombination of OH-aromatic adducts 

with NO2) is likely of little atmospheric relevance due to very high NOx needed, and the 

other (H-abstraction from cresol) occurs in the atmosphere but is not a major fate of 

aromatics (Calvert et al., 2002).” 

 

R1.13) l. 465: “… suppression can as high …” should read “… suppression can be as high… ”. 

Corrected as the Referee suggested. 

 

R1.14) l. 477: “most hot stabilized period”. Is there a word missing here? 

The corrected sentence reads: 

“A dilution by a factor of 12, as actually used by Karjalainen et al. (2016), appears to be 

sufficient to bring most of the hot stabilized period under good conditions (Fig. S6).” 

 

R1.15) Fig. S1: please use consistent colors for chemical species. 

Having double-checked, we think that colors for species in Fig. S1 are consistent. In all panels of 

Fig. S1, all the species concentrations (or concentration ratio) have one-to-one correspondence 

with line styles/colors. 
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Anonymous Referee #2 

The current paper explores a chemical space extended to consider high NO concentrations within 

an OFR. Such a contribution, whilst of limited interest outside the immediate field, should be of 

considerable worth to users of such devices, particularly those looking to explore the emissions 

from high temperature combustion sources. However, to some degree, the paper is missing the 

same point that many previous theoretical characterisations of the devices also miss. The 

chemical space is just one element influencing the performance and atmospheric relevance of all 

PAM-type reactors (and the gas phase chemical space, just a subset of this). It is for this reason 

that I would hope that the current study is envisaged as one of a series of papers that will be 

extended to the dynamical, physical and condensed-phase chemical considerations. I will return 

to this below.  

Having said this, within the stated scope, this paper carries a large amount of good new work that 

will make it worthy of publication in ACP. The chemical modelling appears appropriate with most 

of the necessary rate constants relatively well-constrained. This allows the characterisation of 

"good", "risky" and "bad" conditions under both 185 and 254 nm photolysis, though with the same 

caveats to the earlier work relating to uncertainties in the photolysis cross-sections and product 

yields of all possible VOCs (particularly when considering complex mixtures as in combustion 

emissions). In general, I am in agreement with the other referee that the gas phase chemical 

modelling alone warrants publication in ACP, but would invite the authors to address two main 

points to establish the validity of the approach and one point relating to the contextualisation of 

their study. 

 

R2.1) Validity of the plug flow assumption: in section 3.1.3 it is stated that the uncertainties relating 

to kinetic parameters are relatively low compared to other factors including the plug flow 

assumption, referring to Peng et al., 2015. It would be useful for the authors to discuss whether 

the relative kinetic vs dynamic uncertainties under the high NOx conditions are of a comparable 

magnitude to those under low NOx conditions. There have been plenty of studies of axial and 

radial gradients in flow reactors, so some justification of the highly simplified modelling approach 

would be appropriate, given the biggest uncertainties are explicitly stated as being related to this 

assumption. 

We have investigated the impacts of a residence time distribution (RTD) measured by Lambe et 

al. (2011). Under most conditions, the difference between OHexp from the plug-flow and RTD 

models is relatively small (within a factor of 3), while at high UV, OHRext, and NOin, the difference 

can be larger. All main conclusions in this paper still hold after the discussions about the RTD 

impacts are included. 

We have added Section 3.3 for discussion of RTD effects: 

“3.3 Effect of non-plug flow 
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We performed model runs where the only change with respect to our box model introduced 

in Section 2.2 is that the plug-flow assumption is replaced by the residence time 

distribution (RTD) measured by Lambe et al. (2011) (also see Fig. S8 of Peng et al. (2015)). 

The chemistry of different air parcels with different residence times is simulated by our 

box model and outputs are averaged over the RTD. Lateral diffusion between different air 

parcels is neglected in these simulations. 

OHexp calculated from the mode with RTD (OHexp,RTD) is higher than that calculated from the 

plug-flow model (OHexp,PF) in both OFR185-iNO and OFR254-iNO (Table 4 and Fig. S6). 

Under most explored conditions deviations are relatively small, which leads to an overall 

positive deviation of OHexp,RTD from OHexp,PF by ~x2 (within the uncertainties of the model 

and its application to real experimental systems). For OFR185-iNO, most conditions (~90%) 

in the explored space lead to <x3 differences between OHexp,PF and OHexp,RTD, while for a 

small fraction of cases the differences can be larger (Fig. S6). The larger deviations are 

mainly present at high UV, OHRext, and NOin, where conditions are generally “bad” and in 

which experiments are of little atmospheric relevance. Under these specific conditions, 

external OH reactants and NOy can be substantially destroyed for the air parcels with 

residence times longer than the average, while this is not the case for the average 

residence time. This feature was already described by Peng et al. (2015) (see Fig. S10 of 

that study). Although only non-NOy external OH reactants were considered in that study, 

the results are the same. In the present study, a higher upper limit of the explored OHRext 

range (compared to Peng et al., 2015, due to trying to simulate extremely high OHRext used 

in some recent literature studies) large amounts of NOy and cause somewhat larger 

deviations. In OFR254-iNO, OH is less suppressed at high OHRext and NOin than in OFR185-

iNO because of high O3 (Peng et al., 2015), OHexp,RTD deviations from OHexp,PF are also 

smaller (Table 4). 

Table 4. Statistics of the ratio between OH exposures calculated in the model with the 

Lambe et al. (2011) residence time distribution (OHexp,RTD) and in the plug-flow model 

(OHexp,PF). The geometric mean, uncertainty factor (geometric standard deviation), and 

percentage of outlier cases (>3 or <1/3) are shown for OFR185-iNO, OFR254-70-iNO, and 

OFR254-7-iNO. 

 Geometric mean Uncertainty factor Outlier cases (%) 

OFR185-iNO 1.91 1.64 11 
OFR254-7-iNO 1.59 1.51 7 
OFR254-70-iNO 1.48 1.29 3 
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Figure S6. Scatter plot of OH exposure calculated in the model with the Lambe et al. (2011) 

residence time distribution (OHexp,RTD) vs. that calculated in the plug-flow model (OHexp,PF) 

for OFR185-iNO, OFR254-7-iNO, and OFR254-70-iNO. 1:1, 1:3, and 3:1 lines are also shown 

for comparison. 

Based on the outputs of the model with RTD, similar mapping of the physical input space 

as Figs. 4 and 5 can be done (Figs. S7 and S8). Overall, the mapping of the RTD model 

results is very similar with that of the plug-flow model. The conditions appear to be only 

slightly better in a few places of the explored space than those from the plug-flow model, 

which can be easily explained by the discussions above. Besides, the mapping in Figs. S7 

and S8 also appear to be slightly more low-NO, for the same reasons discussed above. 

After NO is destroyed at long residence times, HO2, suppressed by NO, also recovers as 

OH. r(RO2+NO)/r(RO2+HO2) is obviously expected to be smaller than in the plug-flow model 

in general. 
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Figure S7. Same format as Fig. 4, but for the OFR185-iNO results obtained by the model with the Lambe et al. (2011) residence time 
distribution.  
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Figure S8. Same format as Fig. 5, but for the OFR254-22-iNO results obtained by the model with the Lambe et al. (2011) residence 

time distribution.  
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Note that most conditions that appear to be better in the RTD model results are already 

identified as bad by the plug-flow model. Those conditions look slightly better only 

because of their better RTD-averaged F185exp/OHexp and F254exp/OHexp. However, each of 

those cases is actually composed of both a better part at longer residence times and also 

a worse part at shorter residence times. Under those conditions, the reactor 

simultaneously works in two distinct regimes, one of which is bad due to heavy OH 

suppression. Such conditions are obviously not desirable for OFR operation.” 

 

R2.2) Validity of separating the numerical treatment of gas phase and particle phase processes: 

there is no statement of any of the uncertainty in gas phase chemistry being attributable to 

multiphase processes. I find this rather curious, since the primary focus of most PAM chamber 

studies relates is particulate mass. Both radical and closed shell species may interact 

substantially with the particle phase. All the particulate material in SOA particles is, by definition, 

formed from the vapour phase. If the flow regime is anything near plug flow, then the particle 

number, condensation sink, mass and composition of the particulate will evolve with the gas 

phase species and hence mass transfer (in both directions, where there is oxidative fragmentation 

and functionalisation) will be changing temporally and spatially inside the reactor. There really 

should be some discussion of the potential impacts of these processes in the paper. 

We believe that separation of gas-phase and particle phase processes can only have minor 

impacts on both gas-phase and particle-phase chemistries in OFR and is thus a valid 

approximation. 

We have modified the text to L144 to provide some discussion of this issue: 

“As in Peng et al. (2015, 2016), SO2 is used as a surrogate of external OH reactants (e.g., 

VOCs). NOy species, although also external OH reactants, are explicitly treated in the 

model and not counted in OHRext in this work. Therefore, OHRext stands for non-NOy OHRext 

only hereinafter, unless otherwise stated. Also, particle-phase processes and interactions 

of gas-phase species with particles are not considered in this study. We have made this 

assumption because: 

i) The presence of aerosols has typically negligible impacts on the gas-phase 

chemistry. Condensational sink (CS) of ambient aerosols can rarely exceed 1 s-1 

even in polluted areas and is usually 1-3 orders of magnitude lower (Donahue et al., 

2016; Palm et al., 2016). Thus, even under the assumption of unity uptake coefficient, 

CS cannot compete with OHRext (usually on the order of 10 s-1) in OH loss. Uptake 

of NO onto aerosols only occurs through the reaction with RO2 on particle surface 

(Richards-Henderson et al., 2015), which is formed very slowly (see below) 

compared to gas-phase HOx and NOx chemistry. Uptake of HO2, O3, NO3 etc. is even 

more unlikely to be efficient (Moise and Rudich, 2002; Moise et al., 2002; Hearn and 

Smith, 2004; Jathar et al., 2016). 
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ii) On the other hand, gas-phase species have only limited impacts on OA. 

Heterogeneous oxidation of OA by OH is generally slow. Significant OA loss due to 

heterogeneous oxidation can only be seen at photochemical ages as high as weeks 

(Hu et al., 2016). The enhancement of heterogeneous oxidation due to NO is 

remarkable only at OH concentration close to the ambient values but not at typical 

values in OFR (Richards-Henderson et al., 2015). 

It is an important approximation that the real OHRext decay (due to not only primary VOC 

oxidation and subsequent oxidation, but also wall loss, partitioning to the particle phase, 

reactive uptake etc.) is surrogated by that of SO2. Gas-phase measurements in literature 

laboratory studies revealed that there is a large variability of total OHRext during 

(subsequent) oxidation of VOCs, depending on the type of precursors (Nehr et al., 2014; 

Schwantes et al., 2017). This variability is obviously mainly due to the evolution of different 

types of oxidation intermediates/products contributing to OHRext, but not due to changes 

in CS, wall conditions etc. Also this variability is difficult to accurately capture even if 

modeling with a mechanism as explicit as MCM is performed (Schwantes et al., 2017). It is 

thus justified to use a lumped surrogate to model the OHRext decay for simplicity and 

efficiency. The uncertainties introduced by this approximation include those due to both 

the types of oxidation intermediates/products and all interactions of VOCs with aerosols, 

walls etc. And the uncertainties due to the former dominate over those due to the latter.” 

 

R2.3) My final point relates to the context of the study. If it is not envisaged that this second paper 

on the chemical characterisation of OFRs is to eventually be accompanied by a numerical study 

of the multiphase processes, then I think the paper requires quite a bit more contextualisation. 

The root of the missing material relates to the competition between processes (nucleation, 

condensation, evaporation, coagulation, condensed phase reaction) alluded to in point ii) above 

and relating to aerosol dynamical evolution that are highly dependent on the magnitudes of 

different moments of the aerosol distribution. Extrapolation to concentration regimes other than 

the dilutions under the operating conditions of the OFR is simply not possible without the adoption 

of substantial questionable assumptions or use of a highly complex model which has yet to be 

described. The current paper implicitly aims to limit its scope to gas phase oxidation of VOCs in 

the OFR, but this is seldom the purpose to which they are put. Indeed, the limited context for OFR 

studies explicitly points to their use for "...secondary organic aerosol (SOA) formation and aging 

[studies], in both the laboratory and the field", because of the perceived advantage of elevated 

oxidant levels. None of the disadvantages that are related directly to the inappropriate 

exptrapolation of all the multiphase processes of relevance to SOA formation and transformation 

are mentioned. This requires significant rebalancing, ideally quantitatively in a further detailed 

publication but at least qualitatively in the introduction of the current paper. 

First of all, a reactor such as an OFR is complex and can involve gas, heterogeneous, particle-

phase chemistry, gas-particle partitioning thermodynamics and kinetics, size distribution 

dynamics, three-dimensional flow fields and UV light distributions, different wall materials, and 

small temperature non-uniformities in some cases. In addition, an OFR can be used in a multitude 
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of configurations and input conditions. It is impossible to investigate all the processes in a single 

paper, especially when some of the processes (e.g. the impact of high initial NO in the gas-phase 

chemistry in OFRs) had never been investigated before. Our approach has been to tackle 

important parts of the overall phase space in individual papers. In particular we are focusing on 

the gas-phase chemistry in several of our papers because (1) there seems to be limited 

understanding of it in the OFR community, (2) at least some literature studies may have been 

conducted under conditions far from atmospheric relevance; and (3) once this chemistry is 

understood, there are relatively easy and practical ways to plan experiments to avoid major 

problems, and to quantify the relative effects of different processes. We are working on additional 

manuscripts and we hope to continue to be active in this area, but overall OFR modeling is a 

subfield in itself, and our group cannot be expected to address every single possible topic. Even 

for environmental chambers, which have been around for over 6 decades, very few modeling 

publications consider the gas and particle chemistry and size distribution dynamics 

simultaneously.  

Importantly, we would like to let the Referee know that we are currently collaborating with the 

group of Jeffrey Pierce at Colorado State University on detailed aerosol dynamics modeling in 

OFR, including nucleation, condensation, and coagulation, as well as heterogeneous chemistry, 

and our collaborators have already presented some preliminary results (Hodshire et al., 2017). 

As stated in Hu et al. (2016), “the OFR does not accelerate processes such as aerosol uptake 

and reactions that do not scale with OH”. This feature of OFR is rather straightforward. None of 

aerosol dynamical processes except the uptake of species with elevated concentrations (OH, HO2 

etc.) relative to those in the atmosphere are enhanced in OFR. The short residence times and 

high LVOC production rates may prevent SOA growth from reaching equilibrium (Palm et al., 

2016; Ahlberg et al., 2017). Also, common particle-phase chemical reactions (e.g., carbonyl-

amine browning (Haan et al., 2009) and cyclic hemiacetal formation and dehydration (Strollo and 

Ziemann, 2013)) do not involve OH and are not accelerated in OFR. Heterogeneous OA oxidation 

by OH is accelerated but its main pathways are identical to those in the gas phase (Houle et al., 

2015; Richards-Henderson et al., 2015) and is not as important as the gas-phase radical 

chemistry in terms of species production and consumption amounts (see response to R2.2). 

Therefore, we had not intended to limit the scope of this paper within the gas phase. As the title 

of this paper reads, we focus on OFR chemistry with NO, but for the reasons above, a gas-phase 

model is sufficient to investigate the main features of this chemistry. 

Most importantly, “atmospheric relevance” in this paper does not refer to a perfect reproduction 

of all processes of interest in the atmosphere, as none of the reactors used for atmospheric 

chemistry and aerosol research can achieve this. We aim to understand the chemistry in the 

reactor to enable us and others to avoid the processes that do not occur in the atmosphere, and 

to understand the deviations in the relative importance of the processes that do occur. In OFR, 

aerosol dynamics may be relatively slower, compared to accelerated reactions with OH, even 

though both occur in both OFR and the atmosphere. Specific input conditions and/or measures 

of intervention may be adopted to modify and/or investigate such issues. For instance, pure 

sulfuric acid particles may be used to enhance the reactive uptake of IEPOX (Hu et al., 2016); or 
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seed particles may be injected to avoid over-oxidation of LVOCs in the gas phase before their 

condensation onto particles (Palm et al., 2016). 

In summary, we believe that the scope of this paper and the use of a gas-phase model in this 

paper are appropriate, and a detailed investigation of particle-related processes, which is on-

going, will result in a future paper. 

 

R2.4) Related to the above, the previous findings of nitrogen being incorporated into SOA are 

very tricky to interpret. The recommendations for operation are made from the perspective of gas 

phase oxidation to ensure that the gas phase product distribution is not anomalous. Incorporation 

of the nitrogenous species into particles will be subject to multiphase processes leading to net 

mass transfer between the phases. The mass transfer rate will be proportional to not only the 

difference between the gaseous concentration and the equilibrium concentration above the 

particle, but also to the condensation sink provided by the particles. Extrapolation to the amount 

of a component or class of components in the SOA (e.g. nitrogen-containing ones) to ambient 

conditions should not only consider the equivalent oxidant dose and gas phase chemical regime, 

but also aim to establish some equivalence in terms of the mass transfer between phases. 

To our knowledge, Liu et al. (2015) is the only published OFR study reporting the incorporation of 

nitrogen into SOA. Their interpretation of this observation did not involve multiphase chemical 

processes. They interpreted their nitrogen-containing compounds observed in SOA as organic 

nitrates formed by RO2+NO and nitroaromatics formed by reactions of phenoxy with NO2. Both 

pathways have been extensively discussed in our paper. In addition, we have found by modeling 

that under similar conditions with theirs, recombination of OH-aromatic adducts with NO2 can be 

faster than that with O2. Since OH-aromatic adducts can be the products of the very first step of 

aromatic (SOA precursors in that study) oxidation, nitroaromatic formation via this pathway may 

be substantial (see Section 3.3.3 in the ACPD paper). All abovementioned pathways are gas-

phase reactions. The products may undergo further oxidation till their volatilities are sufficiently 

low to condense onto aerosols. 

Although it cannot be ruled out, nitrogen incorporation due to reactive uptake of NO leading to 

organic nitrates formation in the particle phase was found to be negligible (Richards-Henderson 

et al., 2015). Therefore we do not agree with the Referee that complex multiphase mass transfer 

considerations are necessary to interpret nitrogen incorporation into OA, at least from current 

experimental reports. 
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