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Author comment on "Geometric Controls of Tidewater Glacier Dynamics" by Thomas Frank et al., The Cryosphere Discuss., https://doi.org/10.5194/tc-2021-81-AC2, 2021

We thank the reviewer for the thorough assessment of our manuscript! We appreciate the constructive comments as they highlight where we need to justify our modelling choices more rigorously. We will address the comments as outlined below.

Methods

Why include an elevation-dependence for the flux at the inflow boundary and why have accumulation only in a small area upstream rather than a constant accumulation rate on the entire geometry as is typical in idealised modelling studies? Including the elevation dependence adds an unnecessary complexity that does not provide any additional insights.

The elevation dependence at the influx boundary is a way to parameterize the surface mass balance - altitude feedback. We acknowledge that including this feedback is not strictly necessary for the idealized experiments conducted here. However, we believe there are some good reasons for doing so: First, this feedback is well-established in glaciological theory (e.g. Harrison et al., 2001) and has been shown to play a vital role in glacier and ice-sheet evolution (e.g. Åkesson et al., 2017; Boers and Rypdal, 2021). We believe that not including it is a clear misrepresentation of reality and that the realism gained by including it outweigh the slight loss of simplicity. It is correct that we have simplified many of the complex processes governing glacier dynamics to reduce the number of degrees of freedom for the interpretation, but this is because many of these processes are poorly understood, badly resolved in models or costly to simulate. For the surface mass balance - altitude feedback, this is not the case. Second, the variation in influx is overall small compared to the total mass gains of the glacier. As is given by eq. 3 in the manuscript, the mass gain through surface accumulation amounts to $5.5 \times 10^9$ m$^3$ yr$^{-1}$, which can be compared to a mass gain of $1 \times 10^9$ m$^3$ yr$^{-1}$ through influx with a thickness of about 2 km at the influx boundary for our steady-state glacier. Towards the end of our simulation, the thickness at the influx boundary will have reduced depending on the fjord geometry, but not by more than ~1400 m (corresponding to an ice thickness of 600 m at the influx boundary). This minimum thickness translates to an influx of $0.3 \times 10^9$ m$^3$ yr$^{-1}$ which implies a reduction in total mass gains of only about 11 % over the entire simulation. So even under the assumption that including the parameterized surface mass balance - altitude feedback is unnecessary, it does not have a dominating influence on the retreat dynamics. Finally, it is worth pointing out that setting a constant accumulation rate on the entire geometry, as suggested by the reviewer, would also have...
led to a reduction in mass gain in the course of glacier retreat because the surface area of the glacier decreases as it recedes.

*Why use the Budd-sliding law? This sliding law includes the dependence on bed elevation below sea level, which introduces additional complexity that can obscure the results (see also Brondex et al., 2017, for a study of the sensitivity of grounding line dynamics to the choice of the friction law). Where there are bedrock bumps or dips, this changes the basal resistance to flow.*

The type of friction law is indeed one of the many model choices that inevitably will influence the results. Without an explicit subglacial hydrology model, basal drag needs to be parameterized. Many studies, including the current one, assume some dependence on bed elevation, either through the effective pressure (e.g. Morlighem et al., 2019; Åkesson et al., 2021) or through an elevation-dependent basal friction parameter (e.g. Åkesson et al., 2019). This is true for Budd-type laws (where the basal effective pressure is given as $N=\rho_g H - \rho_w g \max(0, -z_B)$; cf. eq. 2), as well as for some Coulomb-type laws. There is some physical rationale behind this elevation-dependency, whether implied through the effective pressure (as in the current study) and/or subsumed into a friction parameter (e.g. Aschwanden et al., 2019; Åkesson et al., 2021); ice generally flows faster further downstream (low elevations) than upstream (high elevations), and potentially weak sediments are more likely to be present in low-elevation areas. Again this will be a trade-off between real-world aptness and idealized simplicity.

The Budd law is one of the most widely used in the literature and we therefore think that our findings will be relevant to the wider glaciological community. A comparison across different friction laws is beyond the scope of the current study, and has indeed been done before in a slightly different setting, as pointed out by the reviewer. Nevertheless, we will follow the reviewer and include a more thorough discussion on the choice of friction law and the potential biases introduced. Specifically, we will clarify that the Budd law introduces an elevation-dependency, through the parameterization of the effective pressure, that is particularly critical for the fjords with bumps.

*Use of different forcings to trigger retreat: again, this makes it difficult to compare different results. Why not use one (strong) melt forcing for all cases?*

As is described in Section 3.2, we see the magnitude of forcing to trigger full retreat as a source of information, rather than a hinder to compare the results. This is because the forcing strength is one of two metrics to compare how efficient the different fjord geometries are in influencing glacier retreat (the second one being the residence time of the grounding line in a position of intermittent stability). For instance, had we simply chosen one strong melt forcing, we would most likely not be able to determine which of the small depression, medium depression or large embayment provide most stability, as the glaciers in these fjords all retreat after about the same residence time (Fig. 4). Furthermore, to choose the same strong melt forcing for all geometries would probably have induced faster retreat dynamics in those fjords where the glaciers also retreat with a smaller forcing. This would have reduced the level of detail and hampered our insight into the retreat dynamics. Finally, real tidewater glaciers react quite promptly to changes in ocean forcing (Khazendar et al., 2019). If, for instance, a slightly strengthened ocean forcing triggers glacier retreat, this will unfold immediately and not be delayed as the forcing strengthens further. For a study like ours, where we want to mirror this behaviour, this implies that it is the most realistic approach to assess glacier response to a forcing that is as small as possible. Therefore, we have chosen to try multiples of the reference forcing to trigger full retreat, and go with the smallest possible value. In our view, this is more realistic than setting one very strong value for all glaciers, because a real glacier would have reacted to a warmer ocean long before that ocean has warmed by a very large amount.
Lines 160-163 mentioning that doubling the melt rate leads to a reduction in calving and the grounding line is mostly stable. Again, such a choice of calving law is unfortunate, as it is not clear which dynamics are due to the topographic controls and which are due to feedbacks between melting and calving (see also Schoof et al., 2017 and Haseloff & Sergienko, 2018 for discussions about how the choice of the calving law can alter grounding line dynamics).

We acknowledge that the choice of the calving law is an important control on the grounding line dynamics and calving front behavior. As discussed in the studies mentioned above (Schoof et al., 2017; Haseloff and Sergienko, 2018), a calving law using a prescribed ice front position or a prescribed ice shelf length may have produced different results. However, both of these rather idealized approaches seem unsuitable as we have no such information for the future evolution of outlet glaciers. In fact, a comparison between different calving laws for Greenland outlet glaciers has been done before (Choi et al., 2018). One of the laws tested was a height-above-buoyancy criterion which equals the calving-at-flotation criterion discussed in Schoof et al. (2017) if the tuning parameter q is set to 0. However, it was found that this law is not equally well able to reproduce observed retreat patterns as the von-Mises calving chosen in this study. We thus rely on those results in that we choose the calving law that was found most appropriate. In the absence of a universal calving law and considering the scope of our study, we find this approach to be the best available option, even though we are aware of the limitation that comes with it. Note that the calving stress threshold (σ_{max} in eq. 1 in the manuscript) has been set in accordance with typical values for Greenland outlet glaciers, as is explained in the manuscript (line 95). In the revised manuscript, we will more clearly stress the dependence of our results on the chosen calving law.

Use of wetted area: I’ve never come across this term before and have difficulties subscribing to its usefulness (its application in figures 6 & 7 is highly doubtful, see below). What is wrong with just using the amplitude of the perturbation?

Indeed, to our knowledge, this term is not common-place in the glaciological context, although it is used by Catania et al. (2018) as `submarine area' (see their Fig. 4c). If it is deemed beneficiary by the reviewer or the editor, we are willing to change the wording from 'wetted area' to 'submarine area'.

Our wording was adopted from civil engineering and hydrology, where the wetted perimeter and the wetted area are commonly used to describe the size of the intersection between water and another media, for example the contact area between water and the hull of a ship (De Marco et al., 2017). Generally, the main advantage of using such a parameter (whether called wetted area or submarine area) as a metric for fjord geometry is that it integrates information about both depth and width of a fjord into one parameter. Our aim here is to find a universal relationship between fjord geometry and glacier response to external forcing; to that end, it is unavoidable to define such a quantity (we will answer below why we do think that its application in Fig. 6 and 7 is meaningful). Even when we designed the fjord geometries themselves, we explicitly wanted to introduce geometric perturbations of similar magnitude, but different type. Without the wetted area it would not be possible to define what a similar magnitude is when comparing basal perturbations with lateral perturbations. Only with the wetted area, there is a transparent quantitative link between, for example, a medium-sized bump and a medium-sized bottleneck. For real-world glaciers, the wetted area is also useful because it is not always possible to distinguish between basal and lateral perturbation in fjords with complex topography. Meanwhile, the wetted area can always be measured, provided sufficient information on fjord bathymetry is available.
Compared to taking the entire cross-sectional area (a `flux gate') of the fjord - glacier contact (the wetted area plus the area where the ice is above the water line), the wetted area has the advantage that it does not require information on frontal thickness. This implies that the wetted area can be calculated at any point in time and space for any fjord, regardless of whether a glacier is present at the moment or not. Clearly this shows the convenience of using the wetted area for paleo, present and future studies alike.

Results

Line 203 onwards: The terms “stable” and “unstable” refer to steady states, not transients, and are incorrect in this context as steady states are only attained at the beginning and the end of the simulation (see e.g., Strogatz, 2018). This needs to be rewritten to use appropriate terminology.

We follow the reviewer here and propose to use the term ephemeral grounding line position for what was previously called unstable grounding line position, and stagnant grounding line position for what was before referred to as stable grounding line position. This will be changed in the revised manuscript.

The presentation of retreat-results in figure 3 is not ideal as it is difficult to identify the important information from this plot. Better plot grounding line position in the center of the geometry vs. time and include both the results for the reference plot with forcing and the small, medium, and large perturbations. This should make it much easier to see where the retreat is fast and where it is slow and how patterns change with different topographic perturbations.

If we interpret the comment correctly, the reviewer would like to see a plot like Fig. S1, instead of Fig. 3 in the manuscript. Indeed, this has the advantage that several magnitudes of one perturbation type can be plotted in one subfigure. However, we prefer Fig. 3 as it is, for the following reasons: First, it demonstrates to the reader that we used a 2D model, as opposed to previous studies using 1D flow-line models only (Åkesson et al., 2018). This underscores one of the novelties of our study. Second, we think that the current Fig. 3 allows a more intuitive interpretation of the retreat dynamics. At this point in the study, the reader has only seen a sketch of our study design (Fig. 1), and a visualization of the variations of the wetted area and its derivative (Fig. 2). With the figure as proposed by the reviewer, the reader cannot easily draw spatial correlations between retreat dynamics and specific features in the fjord. For instance, we think that it would be difficult to understand that grounding line retreat in embayments slows down where the fjord narrows in the downstream direction, because it is not directly visible from Fig. S1 at what location the fjord is narrowing. Therefore, it would be harder for the reader to gain an intuitive understanding of our results. Finally, Fig. 3 in the manuscript has the advantage that it shows processes which are very important for the retreat dynamics, and which can not be depicted by just plotting the grounding line position against time. For example, this refers to the ungrounding in the central part of depressions, a vital part of how retreat is `revived' after a period of grounding line still-stand. In summary, we do see the benefit of plotting a figure as suggested by the reviewer, but not at the expense of the current Fig. 3. Instead we suggest to add this as a supplemental figure in the Appendix. Furthermore, we will clarify in the caption of Fig. 3 that the spacing between the lines shows the retreat velocity, with lines that are closer together showing a slower retreat.

Some of the transient results are interesting and maybe counter-intuitive, but the presentation of the results and the unnecessarily complicated model assumptions make it difficult to trust those to be robust.

We are aware that our results may, to a certain degree, be influenced by the choice of
modelling parameters, as is every modelling study. Besides choosing representative values where needed and applying commonly used parameterizations, we therefore dedicated Section 4.2 to how these choices may influence our results. This section will be extended in a revised manuscript, and references to this section will be inserted at appropriate locations in the text, following the comments by both reviewers.

Figure 6 & 7 and related discussion: Isn’t this simply showing mass conservation? For lateral variations, plotting Q/S is a proxy for the width-averaged velocity, which must increase where the geometry narrows simply due to mass conservation arguments.

Mass conservation will indeed play a role in the retreat dynamics, but it is far from the full story. First, if Fig. 6 in the manuscript was showing mass conservation, the highest (lowest) width-averaged velocity would occur where S is minimized (maximised), not dS. Crucially, using dS rather than S as the predictive variable (x-axis in Fig. 6), clearly supports our interpretation that the along-flow change in fjord geometry, not only the absolute depth or width, is an important control on grounding line retreat. Therefore, we believe that Fig. 6 is not simply showing mass conservation. To further cement this claim, we plotted v_{GL} over S (Fig. S2). Mass conservation would predict a strong relationship with a high (low) v_{GL} where S is small (large). This is because a glacier needs to speed up (slow down) when the fjord is narrow (wide) to maintain the same ice flux. Figure S2 shows that such a relationship does not exist. In fact, there is a weak tendency towards smaller v_{GL} for higher S, but this is not enough to explain the retreat dynamics that we observe.

Second, Q/S is not necessarily the width-averaged velocity, as is described in line 306ff: "Also, note that the GL flux is the product of the velocity v_{GL} and the flux gate area at the GL A_{GL}, that is Q_{GL} = v_{GL} \times A_{GL}. The ratio Q_{GL}/S is thus proportional to v_{GL} when there is hydrostatic equilibrium at the GL (because in that case, S=0.9 \times A_{GL}), ...". When the glacier front is grounded, there is not necessarily hydrostatic equilibrium at the GL, and then Q_{GL}/S is not directly linked to v_{GL}.

Finally, Fig. 7 shows the grounding line retreat rate dGL plotted over the wetted area S. It is not obvious to us why that would be related to mass conservation in a straightforward way.

As correctly stated in equation (3), with this choice the integrated accumulation at the grounding line depends on the ice thickness at the inflow and the prescribed parameters only, i.e., is constant over most of the domain. The width-averaged ice flux at the grounding line at the beginning and the end of the transient (when presumably a steady state is attained) should thus only differ due to differences in ice thickness at the inflow boundary. For transient model results the picture is less clear, but the dynamically interesting quantity is the width-integrated grounding line flux. Does that show deviations from expected steady-state results (ideally in simulations without the elevation-accumulation feedback)?

We are not entirely sure what the reviewer refers to here. The grounding line flux does indeed show deviations from steady-state values; in fact, this is a precondition for any retreat of any glacier where the surface mass balance does not change significantly. It is not clear to us why the grounding line flux would be expected to not do so, as is implied in the question. Unfortunately, we can not present any results without the elevation-accumulation feedback. However, we can show that the grounding line flux Q_{GL} varies considerably as the grounding line retreats (see Fig. S3 below). These variations are much larger than the decrease in influx at the upstream domain boundary (max. \~0.7 \times 10^9 m^3 yr^{-1}, corresponding to 11 % of total mass gains, c.f. answer to first comment). Hence it should be clear that the large fluctuations in grounding line flux occur due to the variable fjord topography.
Figure 8 & discussion: need to plot $Q/S$ against $dS$ to show that relationship still holds.

As is stated in the manuscript (line 329): "Plotting all available data points for $Q_{GL}/S$ over $dS$ at Jakobshavn, we do not find the aforementioned geometric relationship." In the original manuscript, we do not claim that the relationship $Q_{GL}/S$ over $dS$ (as shown in Fig. 6 for our idealized fjords) holds in a quantitative way for Jakobshavn. Therefore, we do not see the need include a plot of $Q/S$ against $dS$. We do mention, however, that the relationship holds in a qualitative way, "such that an increase in $dS$ is generally associated with a decrease in $Q_{GL}/S$ and vice versa" (line 338). This `qualitative' support is shown in Fig. 8e,d. In response to the reviewer, we will rephrase this paragraph to make it clearer in a revised manuscript.
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Please also note the supplement to this comment: https://tc.copernicus.org/preprints/tc-2021-81/tc-2021-81-AC2-supplement.pdf