Reply on RC2
Johannes Laimighofer et al.

Dear Reviewer#2

We want to thank the reviewer for his positive feedback.

We will address all points raised in the review in the final author response. Here we give just a short remark on your point about potential collinearity.

"My only concern is the potential existence of collinearity of temporal predictors as the authors considered CWB, CWB_center, and CWB_SDI all together as potential predictors for finding the best model. It would be good to see an analysis about if including collinear predictors yields a significant increase in the model performance compared to when only not collinear predictors are considered for the model fitting."

Thank you for this comment. Concerning our preselection of temporal predictors, we were aware that not all temporal variables would be necessary in the sense that they will improve the predictive performance of the model, in the light of collinearity. However, the XGBoost model (Chen et al. 2016), and boosting in general (Friedmann 2001, Hastie et al. 2009, especially when used in a nested CV-approach) is known to handle collinearity of predictors through regularization parameters in a highly sophisticated way. In our approach, the inner CV loop further assures that predictors are only selected if they increase the predictive performance of the model, and the outer loop, additionally, evaluates the predictive performance at ungauged sites independently from model fitting. We have further checked that only using the CWB and the different lags yield similar performance to the presented model. For these reasons we can safely argue that collinearity is explicitly handled in our approach, and we will clarify this point in the revised MS.
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