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Excellent paper. Great improvement from previous studies where the ML approach learns
only the misfits whilst the authors have implemented an on-the-fly system.

 

Figure 3 and 4 need to be together for a better comparison.

Architectures of networks used?

Was layer normalisation used? Why not?
What other temporal NN could be used? Transformers?
What is the effort of using a CNN instead of a PCA reduction to feed the LSTM AE?
I would like to see a brief discussion of how an adversarial approach might help the rollout
of the forecast here.
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