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Dear Referee,

We have revised the manuscript in light of all the reviewer’s comments. As a result, the manuscript has been substantially improved. Please find down below our pointwise responses to reviewer’s comments and attached a marked-up version of the revised manuscript. We deeply appreciate the reviewer’s careful and constructive comments.

Best Regards,

Tingfeng Wu and co-authors

Anonymous Referee #1

General comments

The manuscript considers the effect of parameterization of wind forcing to wind generated waves in a shallow lake in China. The authors have developed a new method for estimating and modelling wind-driven current that is specifically suited for shallow lakes. A measurement campaign of wind and flow conditions was conducted to support the development of a wave-current coupled model.

Overall, the science in the manuscript is described well and the subject fits within the journal’s scope. The theory and implementation into the model are clearly written for the most part and relevant material is included in the article.
and appendices. The readability and structure of the paper are satisfactory. This paper gives interesting insight to 2-D and 3-D modelling of shallow inland lakes where the atmosphere-water interface parameterizations can behave differently to the ones used in general hydrodynamic ocean or coastal models. Especially the significance of turbulence parameterization, wind drag coefficient and the wave-flow model coupling are of benefit to shallow lake modelling development.

After minor to medium improvements to clarify some points and make the paper more readable, I can recommend the paper to be accepted for publication. I also suggest making the source code fully open (without the need to ask for access) as is the standard these days.

[Responses] We appreciate the reviewer’s careful and constructive general comments. The restriction of the code has been cleared. The section of code sharing and data availability in the text has been revised accordingly.

Specific comments

1 In the abstract at row 19 you say “Comparing with other model...”. This should be rephrased to include minimum relevant information about what you are comparing to. E.g. “Compared with a reference model...”

[Responses] Changed as suggested.

2 In row 33 you refer to Sterner et al. 2017 when discussing 3-D ocean model applicability to shallow lakes. I don’t think this reference fits here. Please remove this or explain the relevance. On the other hand, the second reference (LükÅ et al. 2020) is spot-on.

[Responses] Comments taken. The citation of Sterner et al 2017 has been removed.

3 At chapter 2.1, provide references for the weather conditions at Lake Taihu.

[Responses] Comments taken. Wu, et al. (2018) has been added to describe the weather conditions.

4 At chapter 2.2, provide the height at which the wind measurements were taken.

[Responses] The height info has been added.

5 At the introduction to Chapter 3, provide some references and examples of 3-D model –SWAN couplings that have already been done and why they are not sufficient for this work. In Chapter 3.1 provide an justification why an LCM is developed from the ground up instead of modifying one of the existing, well tested and freely available open source 3-D ocean coastal/ocean models.
Thank you very much for this very constructive comment. We have added the following text to Chapter 3.

Many efforts have been made on coupled current-wave model development, especially on the coupling of the Simulating WAves Nearshore model (SWAN; Booij and Holthuijsen, 1999) to existing three-dimensional current models (Chen et al., 2018; Liu et al., 2011; Warner et al., 2008; Wu et al., 2011). However, due to the difficulty in modifying the existing model codes (Chen et al., 2018), most of these coupled models were developed using a third party software (e.g. Model Coupling Toolkit), rather than directly merging the original codes. However, this is not yet an efficient way to modify some key processes or parameters in these models. Herein, a two-way wave-current coupled model (WCCM) is developed by merging the codes of a three-dimensional lake current model (LCM) and SWAN.

Although most current models largely use same governing equations and solution methods, the differences of the selected programming languages, operating environment, mesh, and description of key processes or parameters impede the developers to fully understand these models and further modify their codes. It is preferable to develop a new model to analyse the suitable descriptions of winds, wind waves, and turbulence in the model. Therefore, based on the classic method (Blumberg and Mellor, 1987), LCM with concise and efficient programming is developed to simulate the water temperature, water level, and lake currents.

References:


6 At row 199 the reference to Koue 2018 is odd at this point. How is this relevant to measuring the performance of WCCM?

[Responses] Eqs. (24) and (25) from Koue et al. (2018) are used to compute correlation coefficient and mean absolute error. However, they are common statistics. Therefore, we deleted this citation as suggested.
References:


7 Also at row 200 the reference to Carvalho et al. 2012 seems out of place. Carvalho’s paper doesn’t mention MAEUVD.

[Responses] Comments taken. We have deleted this citation.

8 Chapter 4.1. You refer to this chapter (rows 124 and 181) for more information about the calibration of the model and deriving the wind drag coefficient. However, an explanation about the calibration process is missing. Please add a section describing clearly how the observation data was used to calibrate the model and how the wind drag coefficients were derived based on calibration and the observations.

[Responses] We have revised the manuscript as following:

Firstly, in Section 3.1.3, a paragraph has been added to describe functions used in the equations of wind drag coefficient. Secondly, in Chapter 3.4, a paragraph has been added to determine the coefficients of these equations. Finally, in Chapter 5.1, a paragraph has been added to discuss the reasonability of the proposed equations.

The expression of $C_s$ under light winds is different from that under high winds, and piecewise function is recommended to fit the changes of $C_s$ with wind speed (Large and Pond, 1981). A constant ($C_c$) is used to represent $C_s$ when wind speed is below the critical wind speed ($W_{cr}$), while a proportional function is adopted for $C_s$ increase with wind speed when wind speed is greater than $W_{cr}$. However, according to Geernaert et al. (1987), it can be concluded that $C_s$ would approach to a constant ($\sim 0.003$) for wind speed above 20 m s$^{-1}$. Therefore, we proposed that logistic function is more reasonable to derive the equations of $C_s$ under high winds. Moreover, the components of winds in the x- and y-directions are used to calculate $C_s$ in the x- and y-directions, respectively.

x-direction: $C_s = a \times e^{\frac{W_{cr} - W}{C_c}}$ \[R1\]

y-direction: $C_s = a \times e^{\frac{W_{cr} - W}{C_c}}$ \[R2\]

Where and are the logistic functions.

The parameters in Eqs. (R1) and (R2) are determined as follows. Firstly, equaling to the wind speed related to aerodynamically rough water surface (Wu, 1980), the critical wind speed of 7.5 m s$^{-1}$ is used to distinguish between light and high winds. Secondly, referring to the curve of Edson et al. (2013) (Fig. R1-1) and the upper limit of $C_s$ (0.003) when wind speed is above 20 m s$^{-1}$ (Geernaert et al., 1987), the expression of the logistic function in Eq. (R1) or (R2) is preliminarily determined under high winds. Finally, the process-based observation data of 2015 are used to determine the logistic expression and the parameters of $a$, and $C_c$ by trial-error method.

x-direction: $C_s = a \times e^{\frac{W_{cr} - W}{C_c}}$ \[R3\]
It should be noted that the upper limit of $C_s$ in the original manuscript has been toned down according to measured $C_s$ reported by Geernaert et al. (1987). The reason of this modification is that: the maximum wind speed during the 2015 or 2018 field observation was less than 16 m s$^{-1}$, so that the change of $C_s$ in the original manuscript had not been validated under wind speed $>16$ m s$^{-1}$. Actually, $C_s$ in the revised manuscript is the same as those in original manuscript under wind speed $<16$ m s$^{-1}$ (Fig. R1-2). This implies that more field researches are required to determine the change of $C_s$ under higher wind speed, despite this wind event is seldom happen for inland lakes.

References:


Move the EFDC mentions at rows 179-180 to the chapter 3.5.2 to avoid forward references.

At row 241 you say that the measured flow speeds were lowest at the surface and highest at the bottom and it seems so also from Fig.7. Also in 2018 (row 262) the measured speed at bottom is highest. In simulations (Figs 6,7) the simulated surface speeds are generally higher than bottom speeds. Discuss why this is so.

We have added a section entitled “5.4 Challenges of the hydrodynamic model development for shallow lakes” in the revised manuscript to address this point. The detailed response to this comment is indicted as following:
The mean measured flow speed in the middle water layer is the highest during the 2015 field observation (Row 241), while it is the lowest during the 2018 field observation (Row 262). However, the mean of simulated flow speed decrease with the increase of water depth.

In this study, the energy of lake hydrodynamics mainly transferred from winds because the influences of inflow and outflow were neglected. According to Ekman theory (Hutter et al., 2011), the magnitude of wind-driven currents decreases with the increase of the water depth in a water body. This is the cause of the decrease in the mean WCCM- or EFDC-simulated flow speed along water depth. The simulation of wind-driven currents in Lake Okeechobee in America also indicated similar result (Jin et al., 2000). However, at some periods, the simulated flow speed in the middle or bottom water layer can exceed that in the surface water layer under the condition of the synergism of pressure gradient stress caused by the tilt of lake surface and low or reverse winds (Fig. R1-3).

[Please see Fig. R1-3 in the supplement]

Fig. R1-3 WCCM-simulated current speed of surface, middle, and bottom water layer during the 2015 field observation

The measured current speed also decreased along water depth at some periods, while the mean of the current speed measured by Acoustic Doppler Current Profiler (ADCP) does not show such vertical distribution patterns (Huang et al., 2010; Ishikawa et al., 2021; Jin et al., 2000; Scheu et al., 2015; Soulignac et al., 2017; Valipour et al., 2017; Zheng et al., 2015). According to the field observation of lake current near lakeshore in Lake Taihu, Zheng et al. (2015) found that the measured current speed increased from the water surface to about one third of the depth, and then decreased towards the lakebed during most of the field observation. However, there is no dominant vertical current profile can be found in Lake Créteil, France (Soulignac et al., 2017), which is a shallow lake with mean water depth of 4.5 m. Moreover, other comparisons between ADCP-measured and model-simulated current speeds also indicated that the magnitude of the model-simulated current speed is lower than that of the ADCP-measured current speed (Huang et al., 2010; Ishikawa et al., 2021; Jin et al., 2000; Soulignac et al., 2017).

We inferred that there are three possible explanations. Firstly, based on Doppler effect of sound waves, ADCP measured the 3-D lake currents via detecting the movement speed of suspended particle matter (SPM) in water bodies. However, the spatiotemporal distributions of the concentration and physicochemical properties of SPM are dynamic. For example, the grain size and concentration of SPM increased from lake-surface to lakebed under high winds in Lake Taihu (Zheng et al., 2017). This will undoubtedly influence the measurements of real currents in lakes. Secondly, the spatiotemporal resolution of the input data of the numerical models could cause errors of the simulated lake currents, including mesh, underwater topography, boundary conditions, and wind field. Thirdly, the influence of wind waves on lake currents is still not fully understood. The contributions of wind waves to the development of lake currents are likely underestimated in shallow lakes. Therefore, besides wave-induced radiation stress, more investigations are needed to fully understand the interaction between wind waves and lake currents in shallow lakes.

References:


11 At row 293 (and 345), you say that “WCCM can accurately simulate the wind-driven currents...” and later at row 352 “...correlation between simulated and measured current speed remains low...”. Which one is it? I agree that a) according to the data there is a clear improvement over a reference model and b) correlation with flow speeds can be low. Please be more elaborate about which part of WCCM results is accurate and which parts still need work.

[Responses] Comments taken. We have revised the sentence accordingly, and add more discussions in Chapter 5.4.

12 Chapter 5.1, row 299: “..., considering the discontinuity of changing trend and directionality of wind momentum transmission, ...” is hard to understand in the middle of the sentence. Please rephrase for more clarity. Almost same sentence appears at row 302. The whole chapter would benefit from rewriting with more clear language.

[Responses] We have rewritten the whole Chapter.

13 At rows 325 to 333, you compare the current fields of WCCM and EFDC. Which one (or neither) produces similar vortices as is observed (if there is observations)? Explain which model fits the reality better qualitatively (not just with current speeds etc).

[Responses] This is a great suggestion, however it is difficult to measure current fields in the broad Lake Taihu. The reasons are multifold. (1) In order to measure the basin-scale current field of Lake Taihu, we should complete the measurement of current fields of the whole lake within a very short period because the wind-driven currents in Lake Taihu change rapidly (Figs 6 and 10). This is almost an impossible task because the water area
of Lake Taihu is 2339 km². (2) The magnitude of current speed is very small (mean of ~5 cm s⁻¹ in this study) so that any small disturbance will result in the measurement error. However, boat-based ADP measurement will unavoidably generate disturbances, including propeller-induced disturbance, wind- or wind wave-induced boat sway or movement, change of boat’s speed, instrument failures, and etc. (3) We also cannot measure the current field via the fixed mooring observation, because we do not have enough ADPs to cover whole lake. (4) It is very dangerous to measure lake currents during strong wind events when is the best time to measure lake hydrodynamics in Lake Taihu. Therefore, we do not have completely observed current fields, which can be used to perform the qualitative evaluation of the modeled current fields between different models. Actually, according to the available literatures, there is no report about the observed basin-scale current fields of large lakes worldwide.

14 Discuss is the model resolution sufficient for this kind of simulation. 1 km x 1 km seems a bit coarse for this.

[Responses] Comments taken. We have revised the first paragraph in Chapter 3.4.

I agree with you that finer grid will provide us more details about the lake current field, especially for rectangular grid. We will improve grid resolution in subsequent modeling studies. Here, the reasons for selecting 1 km grid include: 1) To calibrate parameters in numerical experiments, massive model simulation tasks should be completed. It is necessary to use coarser grid to improve computing efficiency. 2) Several numerical models at 1 km resolution have been successfully applied to Lake Taihu (Hu et al., 2006; Mao et al., 2008; Liu et al., 2018). Therefore, we use the mesh with size of 1 km in this study.

References:


15 What were the blanking distances/dead areas of the ADP measurements? If they are significant, please discuss if it affects the reported flow speeds and therefore the comparisons to simulations. Do you compare the same height layers from model and ADP?

[Responses] Comments taken. We have rewritten Chapter 2.2. The deployment of ADP is described as follows.

A surface plate equipped an upward looking acoustic Doppler profiler (ADP; SonTek Inc., USA; accuracy ±1% of measured velocity) was fixed on the lakebed (Fig. R1-4). The upward looking 3000 kHz ADP burst sampled current profiles every 30 min at 1 Hz. Each current profile is divided into 30 0.15-m-thick current layers (Cell 1, Cell 2, …, Cell 30; Fig. R1-4). Moreover, the height of the blanking region and mounting height of ADP is 0.7 m, which means that there is no measurement within the height of 0.7 m above the
Lakebed. After the field observations, the effectiveness of measured current velocity of each current layer (cell) is evaluated using the signal-to-noise ratio and water depth recorded by the ADP. Then the measured effective current velocity of surface, middle or bottom cell is used to validate the performance of hydrodynamic models at same or approximate height.

[P lease see Fig. R1-4 in the supplement]

Fig. R1-4 Flow measurement of ADP during the field observations

Technical corrections: typo --> suggested correction

1 row 28: Naiver-Stokes --> Navier-Stokes

[Responses] Changed as suggested.

2 row 29: “...and solved the equations using...”

[Responses] Changed as suggested.

3 row 41: discontinuity --> discontinuous

[Responses] Changed as suggested.

4 rows 56-57. Sentence here is a bit repeating compared to the previous sentence and unclearly said, please rephrase.

[Responses] This sentence has been rephrased.

5 row 72: ‘...lakebed slope of 19.7”...’: should probably be in degrees °

Response: We cited this value from Qin et al. (2007), which have been added in the revised manuscript. The length (from the north to the south) of Lake Taihu is 68.5 km and width (from the east to the west) is 56 km. Mean depth is 1.9 m, and maximum depth is 2.6 m corresponding to an elevation of 3.0 m. The lake bottom features flat terrain with an average topographic gradient of 0°0’19.66” and elevation of 1.1 m (Qin et al., 2007).

References:


6 row 73: southeast should be capitalized at the start of a sentence

[Responses] Changed as suggested.
7 row 85: remove extraneous mention of (LCWS) after ...USA)

[Responses] Comments taken.

8 row 135: firstly --> first

[Responses] Changed as suggested.

9 row 176: by 0 m s-1 --> to 0 m s-1

[Responses] Changed as suggested.

10 row 220: explain the parameter ws

[Responses] We have added a sentence to explain this parameter.

11 row 308: logistic curve: Should be logarithmic curve?

[Responses] The expression of logistic curve is reasonable.

12 Tables 2-5: Consistently use upper or lower case for all p in tables 2-5.

[Responses] Changed as suggested.

13 Please include LCWS location in the pictures in Figs. 7, 11.

[Responses] Changed as suggested.

Please also note the supplement to this comment: https://gmd.copernicus.org/preprints/gmd-2021-229/gmd-2021-229-AC3-supplement.pdf