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Discussion review of anonymous referee #1:
This manuscript documents the coupling of an unstructured-grid atmospheric model (ICON, configured as a limited-area model) with a structured-grid coastal ocean model (GETM). It clearly describes the technical route and the model simulations. The utilization of a community-based coupler (NUOPC/ESMF) is a good example for other people who have similar interests. I believe that this work fits within the scope of GMD and deserves publication. My major concern is about its scientific quality. While I think
GMD appreciates technical work and interdisciplinarity, the current manuscript (as a model description paper) does not offer enough information that could be useful to the general readers. The major conclusion merely summarized what the authors have done: “The demonstration example shows that there is now a coupled model available which allows the investigation of processes at the air-sea interface with high-resolved model simulations.” I do believe that the manuscript offers more than that, and it can be further improved. I have some questions and comments which might be helpful to the authors.

Many thanks to the reviewer for his motivating criticism.

1. I find one useful aspect of this manuscript is to offer an example of coupling an unstructured-grid atmospheric model with a structured-grid ocean model, based on a community coupler (NUOPC/ESMF). It would be valuable to put the current work into a broader background. Is there any earlier study that has already explored along this line (including global and regional configuration)? If so, the authors should give a general overview; if not, the present work would be more unique and the authors should explicitly speak out.

Motivated by this comment, we rewrote the introduction and more clearly present the novelty of our work:

"There is an ongoing effort to implement the new NUOPC layer into model systems and equip many popular models with a NUOPC interface under the umbrella of the Earth System Prediction Suite (Theurich et al., 2016). However, until now, there exists only a limited number of publications about its integration. The functioning of the NUOPC layer within the Regional Earth System Model was described by Turuncoglu (2019). Sun et al. (2019) developed the regional integrated prediction system SKRIPS based on NUOPC, coupling the atmosphere model WRF and the nonhydrostatic ocean model MITgcm (Marshall et al., 1997). Only very recently, a coupled unstructured-grid model application consisting of
the ocean model ADCIRC (Luettich et al., 1992) and the wave model WAVEWATCH III (WW3DG, 2019) within the NUOPC-based NOAA Environmental Modeling System (NEMS; https://www.emc.ncep.noaa.gov/emc/pages/infrastructure/nems.php) was reported by Moghimi et al. (2020).

Despite the potential of the ESMF exchange grid, its implementation and usage in a mediator component has not been published, yet.

2. What is the major challenge of coupling an unstructured-grid atmospheric model with a structured-grid coastal ocean model? Or more general, any unstructured-grid model (atmosphere/ocean) with a structured-grid model.

In Section "3.4 Regridding", we now write:

"One major challenge for the coupling between the unstructured grid of ICON and the structured grid of GETM is the interpolation of data on scattered nodes. The irregularity of the unstructured grid complicates the selection of the stencil. The correct interpolation weights for a conservative interpolation require the determination of the intersections of the source and target grids, and the calculation of the resulting areas. The processing of distributed neighbor information in unstructured grids also requires performant data structures and algorithms. The ESMF exchange grid (ESMF_XGrid) and the associated interpolation weights stored in the ESMF_RouteHandle hide all these aspects from the user and provide an efficient and automatic conservative interpolation infrastructure."

3. What is the unique aspect of using NUOPC for this particular work? In comparison with other community-based couplers such as OASIS. It’s also useful to briefly review the existing coupled models based on NUOPC.

We now more clearly state the unique aspects of NUOPC in the introduction:

"Key technical aspects of coupled model systems are the coordinated execution of and the data exchange between the individual models. Required infrastructure
for time management, communication between different nodes and interpolation between different grids is provided by various coupling libraries, e.g. MCT, OASIS, ESMF. Coupling frameworks, like the Earth System Modeling Framework (ESMF; Hill et al., 2004), provide an additional superstructure layer which offers a standardized execution of models as model components and data exchange in coupler components. On top of ESMF, the National Unified Operational Prediction Capability (NUOPC) layer (Theurich et al., 2016) defines generic components which offer a unified and automated driving of coupled model systems. The generic components require only minimum specialization for the individual models, e.g. registration of routines for initialization and time step advance, definition of required import and possible export data. NUOPC automatically negotiates the data exchange between individual model components based on standard names and synonyms from a dictionary. All required information about the different model grids and their distribution across processors from the models are received during runtime. Therefore, models once equipped with a NUOPC-compliant interface can be plugged into any other coupled model system driven by NUOPC, without the need to adapt coupling specifications.

NUOPC supports a seamless data exchange and interpolation between models operating on different grids via so called connectors. In addition, NUOPC offers mediator components to perform e.g. merging, time-averaging and interface flux calculations on a hub between several models. With ESMF/NUOPC, it is also possible to perform these calculations on automatically generated exchange grids. They have been introduced in Balaji et al. (2006) as the union of two rectangular grids. ESMF extended this functionality to unstructured grids, with the final exchange grid obtained by a triangulation of the union. This triangulation is the basis for conservative interpolation. Moreover, the ESMF exchange grid considers the masking of the original grids, e.g. land/sea mask, such that fluxes can be calculated in a physically consistent way."
For the review of existing coupled models based on NUOPC please see our reply to major point #1 above.

4. It would be useful to give more details on the construction of a coupled model within NUOPC, for instance, showing some prototype codes to allow people who have similar interests to learn from the authors’ work (e.g., https://www.earthsystemcog.org/projects/nuopc/protocodes/). This would be mostly relevant to the value of this work. While I understand that ICON has a license restriction, it would be useful to present the interface of atmosphere/ocean and their positions in the NUOPC/ESMF layer, without freely releasing the actual code of each model component.

All details on the construction of the coupled model system in the ICONGETM source code are now freely available from https://gitlab.com/modellers-tropos/icongetm.git. The Code availability section has been updated with new Zenodo dois for the used ICONGETM version (10.5281/zenodo.4516568 - open access) and for the modified ICON code (10.5281/zenodo.4432739 - restrictive access). In addition, Fig. 1 has been modified, where now all elements of the NUOPC coupling are interactively linked to the corresponding locations in the source code. Furthermore, we now added to Sec. 2.3:

"The implementation of the NUOPC layer in ICONGETM was inspired by the prototype codes AtmOcnMedPetListProto, AtmOcnTransferGridProto, CustomFieldDictionaryProto and AtmOcnFDSynoProto as well as AtmOcnConProto from https://earthsystemmodeling.org/nuopc/#prototype-applications."

5. The added value of two-way coupling for a high-resolution atmosphere/coastal ocean model is not clearly demonstrated. Such benefits should be explicitly stated in the conclusion to allow the readers better understand the importance of this work. Some of the figures are redundant, and some of them do not give
enough information (see minor points). The authors need to better describe the gains of the coupled simulations for atmosphere and ocean, respectively.

The well-known added value of two-way coupling for high-resolution atmosphere-ocean models is now stated in the introduction and used to clearly motivate our work with focus on the technical implementation of the latest ESMF/NUOPC coupling technologies:

"In numerous studies, the added value of two-way coupled atmosphere-ocean models has been demonstrated. Interactive model coupling is important for representing the mutual interactions and feedbacks between atmosphere and ocean dynamics (e.g., Chelton and Xie, 2010). The sea surface temperature (SST) of the ocean determines moisture fluxes into the atmosphere and the stability of the atmospheric boundary layer (Fallmann et al., 2019). The modulated surface wind in turn affects surface currents and mixing in the ocean, both altering SST patterns. This air-sea interaction is very dynamic and strongly sensitive to fronts and eddies (Small et al., 2008; Shao et al., 2019). In the coastal ocean, fronts are further pronounced due to upwelling and river run-off. Therefore, especially high-resolution coastal applications, where sharp gradients and small-scale eddies are resolved, can benefit from two-way coupled atmosphere-ocean models. The atmosphere model COAMPS (Hodur, 1997) and the regional ocean model ROMS (Shchepetkin and McWilliams, 2005) were coupled with the Model Coupling Toolkit (MCT; Larson et al., 2005) for investigating an upwelling event with a $1\ km$ high resolution (Perlin et al., 2007). In the following decade, numerous high resolution studies were performed with the two-way coupled model system COAMPS-NCOM, in which COAMPS was originally coupled via MCT with the coastal ocean model NCOM (Barron et al., 2006). Pullen et al. (2006, 2007) demonstrated the improved skill of the two-way coupled model system during Bora events in the Adriatic Sea, simulated down to a resolution of $4\ km$ in the atmosphere and $2\ km$ in the ocean. With the same resolution and a coupling
time step of 12 min, the model system has been applied to the Ligurian Sea and confirmed the importance of the interactive model coupling in the coastal zone (Small et al., 2011). The impact of coastal orography was investigated in a 2 km simulation of Madeira Island (Pullen et al., 2017). Another two-way coupled model system widely applied in high-resolution studies is COAWST (Warner et al., 2010). The atmosphere model WRF (Skamarock et al., 2005), ROMS and the wave model SWAN (Booij et al., 1999) are coupled with MCT. COAWST has been applied for a realistic hindcast of a storm event over the Gulf of Lion and the Balearic Seas with a resolution of 3 km in the atmosphere and 1.8 km in the ocean (Renault et al., 2012). In another application, a Bora event and the dense water formation in the Adriatic sea with 7 km resolution in the atmosphere and 1 km in the ocean was simulated (Carniel et al., 2016). Both studies investigated the effects of different coupling strategies and demonstrated the benefit of the fully coupled model system. Recently, the high-resolution regional coupled environmental prediction system UKC for the northwest European Shelf has been developed (Lewis et al., 2018, 2019a). On a 1.5 km high resolution, the atmosphere model MetUM (Cullen, 1993; Brown et al., 2012) was coupled with the ocean model NEMO (Madec et al., 2017) via OASIS3-MCT (Craig et al., 2017). First results demonstrate reduced bias in SST fields (Lewis et al., 2019b) and impacts on cloud and fog formation over the North Sea (Fallmann et al., 2017, 2019)."

We refer to the effects of the two-way coupling in Sec. 4.2, when we evaluate the results of our demonstration example for the successfully developed coupled model system.

However, an in-depth analysis of the high-resolution air-sea interactions during a specific event and focused on a local scale is out of the scope for our initial technical model description paper and planned as a follow-up study. Instead, the focus of our paper is the added value and potential of using the ESMF exchange
grid in ICONGETM, which is now discussed in more detail in the Discussion section:

"ICONGETM supports the exchange of fluxes and state variables across the air-sea interface. The applied ESMF exchange grid guarantees a conservative flux exchange. The NUOPC-Mediator performs additional unit conversion and merging of precipitation fluxes, see Tab. 1. In ICONGETM v1.0, the air-sea fluxes are taken from the atmosphere model ICON. Their calculation in ICON is very complex and deeply nested in the model code. However, in later releases the air-sea fluxes should be calculated in the mediator, in terms of state variables received from atmosphere and ocean. Their calculation directly on the ESMF exchange grid also solves the problem of different land/sea masks (Balaji et al., 2006) and ensures physical consistency in the sense that no fluxes calculated over land, i.e. not influenced by the sea surface temperature, are provided to the ocean. Without an ESMF exchange grid creep, nearest neighbor and other extrapolation methods might be required (see e.g. Kara et al., 2007; Chen et al., 2010; Turgucoglu, 2019), especially if an atmosphere model with low spatial resolution is coupled. Fluxes provided by the mediator can be applied in the atmosphere and ocean over the same period until new fluxes are calculated in the next coupling time step. Besides this physical and energetic consistency, the flux calculation on the ESMF exchange grid in a central mediator component also offers the most straight-forward extension of the coupled system by models for e.g. waves and sea ice."

This is now also stated in the conclusion.

Regarding the redundancy of the figures please see our reply to minor point #5 below.

Minor points:

1. *Section 2.1, Line 60: when mentioning “the usage of nonhydrostatic Euler equa*
tions on global domains”, I think Gassmann and Herzog (2008) is an important work for ICON and should be cited among others.

Added reference.

2. Lines 65-70: the description here is a little bit disorganized. It would be useful to say something like “The atmospheric component of ICON can be configured to various models (e.g., LES, NWP, climate) by coupling a common dynamical core with different physics packages. The model used in this study is a configuration led by DWD, mainly used for high-resolution NWP applications. Some physics schemes largely inherit the COSMO model.”

Added and adopted the suggested details to the description.

3. Section 2.1: The YAC library, which is the coupler for ICON-ESM, is also mentioned here. Is it possible for YAC to do the work of this paper?

Sure, but the implementational effort would be high. According to the latest documentation from https://dkrz-sw.gitlab-pages.dkrz.de/yac/, YAC does not offer the same built-in functionality as NUOPC e.g. generic automated driving of coupled model systems and the features of the ESMF exchange grid.

4. Line 205: pressure levels? It seems to me ICON is using a height-based vertical coordinate.

It is now clearly stated:

"The vertical terrain-following hybrid grids consist of 90, 65 and 54 height-based vertical levels. The heights are pre-defined depending on the associated pressure in the US 1976 standard atmosphere, with the top boundary of the model domain depending on the numbers of levels (?, Fig. 3.5)."

5. Figures 7 and 8, they are basically telling the same thing as 2-m air temperature is intimately connected with surface temperature.
Agreed, (sea) surface and $2\,m$ air temperature are closely related. On the other hand, while the sea surface temperature in either case only represents a lower boundary condition for the atmospheric model, the $2\,m$ air temperature actually shows a response of the ICON model, which was important for us to show. This is also reflected for example by signatures of ocean eddies in SST as well as effect of land and uncoupled ocean surface on $2\,m$ air temperature.

6. *From Fig. 9, it is unclear that the two-way coupled model performs better than the uncoupled one. I understand that after 10 days, temperature is overall enhanced by the coupled model, but such a qualitative comparison is not enough for a scientific journal, especially when demonstrating an issue that is mostly relevant to the value of this work. I think the authors need some additional quantitative metrics to confirm the improvement (e.g., correlation coefficient, averaged temperature over a certain period).*

A short statistical evaluation is now added to Sec. 4.2.1:

"The average deviation from the modelled and measured temperature is about $1.6\,K / 1.5\,K$ and $1.9\,K / 2.0\,K$ for the two-way coupled and uncoupled simulations from 01 / 10 July 2012 onward, respectively. This is a significant improvement of about $15\% / 25\%$, respectively. However, the Pearson correlation coefficient is only slightly improved, i.e. $0.7158 / 0.7487$ and $0.6996 / 0.7336$ for the two-way coupled and uncoupled simulations from 01 / 10 July 2012, respectively. The more reduced average deviation and higher correlation of the two-way coupled simulations after 10 July 2012 is related to the spin up of the model, since GETM is initialized as hot start while ICON uses the IFS reanalysis data."

7. *Section 4.1.3, is there any guiding principle to obtain a good load balance in this coupled configuration. How do you draw the current conclusion about the number of cores for ICON and GETM.*

The optimal load-balancing was estimated empirically in terms of minimum
idle/waiting times for the single model components. The sentence in the text has been modified:
"For the present setup a good concurrent load-balancing with minimum idle/waiting times for the single model components was empirically obtained with 864 processes for ICON and 384 processes for GETM."
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