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This work describes an algorithm able to distinguish between the local component and the
anthropogenic contamination of environmental related datasets. The algorithm is shared
not only as a flow diagram but also as a functional code, which makes it even more
important. Data cleaning is a cumbersome procedure that anyone working with
environmental monitoring has faced. Therefore, this work can contribute towards the
automation of these labour intensive procedures.

 

Most articles related to data cleaning deal with a specific dataset only, and the reader is
always left wondering what are the limitations of the proposed algorithm and whether it
would be worthwhile to apply it to other datasets. In this work, the same algorithm is
applied to several different instruments to prove its wide applicability. I must note though
that practically two different methods are presented in Section 2.4.1 that have been
incorporated under one software.

 

The only weakness of the proposed method is that the user should decide on up to 7
parameters to make the code operate optimally, even though it is discussed in the
manuscript that 3 are necessary and the remaining optional. This makes the proposed
algorithm quite subjective. Can the authors comment on that?

 



The manuscript is very descriptive and answers most questions that may arise. However,
there are a few clarifications required, mostly related to the applicability of the algorithm
(named PDA in the manuscript).

 

In specific

 

The manuscript would benefit if the underlying assumptions of applying the PDA are
clearer. PDA is used only in datasets obtained in pristine conditions, where the
concentration difference between anthropogenic and local components can be an order of
magnitude. What is the smallest difference that can be detected? Of course this relates to
the parameters selected by the user. This point should be discussed further.

 

How does the PDA respond to data gaps? Is there any restriction if gradient filter method
A is applied?

How does PDA respond to the edges of the dataset? Please discuss.

 

How big dt in Eq 1 should be and how that is determined? How is dt related to the time
resolution of the dataset and the expected duration of the anthropogenic events.

 

In the IQR method how is the duration of the moving window related to the dataset with
respect to time resolution and expected duration of the anthropogenic events.



 

In the IQR method a moving window is mentioned and hence a data point can be
evaluated multiple times. It is not clear when it is flagged though. If it exceeds the IQR
threshold once or multiple times. If it is the latter case how many exceedances should
occur? Please clarify.

 

To further investigate the limitations of the PDA I am taking advantage that this is an
open discussion and share two datasets to discuss how the algorithm behaves towards
them. These are two case studies not discussed in the manuscript.

Dataset 1: It is frequent, eg due to A/C influence, that the standard deviation of the
measurements changes abruptly even though the mean remains the same. How this case
should be treated?

 

Dataset 2: It is assumed that any contamination would add to the local component. How
does the algorithm treat data below the local component that are scarcely met but still
exist?

 

There are of course limitations not related to the algorithm but to the processes
themselves. A major assumption is that the time resolution of the dataset should be
higher than the duration of the anthropogenic influence.

 

A flow chart with the with respect to the two data gradient methods should be added, to
make clearer the algorithm process. Please use the standard schematics.



 

As discussed in the manuscript, there are difference of the PDA and the manual method,
which relate to false positive (measurements not identified as polluted even though they
are) and false negative (non polluted measurements identified as polluted).

 

Please include in either Table 1 or 2 how many false negatives and positive, compared to
the visual method, the PDA leaves behind in each step.

 

How are the false negatives and positive distributed? Is there a pattern or are they
random?

 

A discussion on how varying each of the 7 parameters affects the amount of false
negatives in a case study presented in the manuscript would be beneficial. 

 

A method quite similar to this work has already been published (Gallo et al., 2020). Also
additional methods have been applied, such as smoothing, to mask short term local
events (Liu et al., 2018). This is a subject the community has spent some time to
investigate and there is some literature out there. Most notably Giostra et al., 2011;
McNabola et al., 2011; Brantley et al., 2014.
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Please also note the supplement to this comment: 
https://amt.copernicus.org/preprints/amt-2021-429/amt-2021-429-RC1-supplement.zip
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