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Our responses to the comments from Reviewer 2 are included in the followings.

Reviewer #2

Comments:

What is presented here is a series of sensitivity analyses based on a global model simulation of atmospheric dust. The radiative effect of dust aerosols is computed under a number of different configurations, testing on different dust refractive index assumptions in shortwave and long wave and different particle size and shape assumptions. Sensitivity of the resulting radiative forcing efficiencies is demonstrated. The main conclusion of the paper is well stated in the title and in the abstract, introduction, and conclusions. The best simulation results from an adjustment of the default simulation toward the 3d, seasonal, and size constrained dust distributions from the DustCOMM database, non-spherical dust, and the combined lesser shortwave absorption in Di Biagio (2019) and the long wave assumptions of refractive index from the older Volz et al (1983) database.

The paper is compact and short in text, but there is a tremendous amount of information contained in 11 tables and 14 figures. The supplementary material (especially the tables) is so necessary I suggest it just be folded into the paper proper. It is actually a confusing and frustrating paper to navigate in how it is presently laid out and I think much to the detriment of the work, which could be significant if the presentation can be cleared up. I found this a difficult paper to read through, partly in need too reference several different figures and tables to get a point out and partly in some confusing choices I think the authors make in how to set this up. It needs more work to clear some of this up. I don’t know how one could possibly read this on a computer or tablet (you’d need multiple copies open to see all the bits) and even printing it out it was a hard slog to keep it all organized.

I am not convinced of the central conclusion. In particular, Figure 4 and Table S3 seem not to justify the “Improved” simulation as better than “Default” for surface SW forcing efficiency, maybe “Coarse-mineral” is the best agreement at the surface though clearly worse at TOA. The various scatter plots do not seem to much different in correlation or even RMSE (e.g., Figure S2). It’s a little hard to untangle though how this optimized solution was arrived at.
Response:

We would like to thank the reviewer for his or her constructive comments which helped us to improve the readability of our manuscript. We thoroughly revised the manuscript following suggestions made by the reviewer. To clarify our storyline, we added the background and guideline to abstract on p.1, l.10, section 1 on p.2, l.43, section 2 on p.4, l.118, and section 3 on p.10, l.303.

“Dust models typically underestimate the coarse dust load (more than 2.5 µm in a diameter) and assume a spherical shape, which leads to an overestimate of the fine dust load (less than 2.5 µm) after the dust emissions in the models are scaled to match observed dust aerosol optical depth at 550 nm (DAOD_{550}).”

“The model errors in dust size distribution and particle shape can lead to an overestimate of fine dust load after the dust emissions in the models are scaled to match observed dust aerosol optical depth at 550 nm (DAOD_{550}). The corresponding overestimate of SW cooling might be compensated for in models by using a refractive index that is too absorbing (Di Biagio et al., 2019, 2020), which depends on the mineral composition of the dust.”

“In section 2.3, we describe the DustCOMM data set used to adjust (1) size-resolved abundance of dust concentration. In section 2.4, we describe the adjustment factor of (2) particle shape for spectral optical properties. In section 2.5, we describe differences in spectral refractive indices due to (3) different mineralogical compositions for the radiative flux calculation.”

“We evaluate our results from the sensitivity simulations against semi-observationally-based estimates of DAOD_{550} in section 3.1 and radiative effect efficiency for SW and LW in section 3.2 and section 3.3; respectively. We focus this evaluation on the North Africa and the North Atlantic in boreal summer (June, July, and August) partly because that is the region and season for which most observational constraints on dust radiative effects are available. The better agreement is obtained for the less absorptive SW (Di Biagio et al., 2019) and the more absorptive LW (Volz, 1983) dust refractive indices with adjustments of size-resolved dust concentration and particle shape. Our improved simulation from IMPACT-Sphere-Mineral-V83 (E1) to DustCOMM-Asphere-DB19-V83 (E2) substantially reduces the model estimates of atmospheric radiative heating by mineral dust near the major source regions even though it induces only a minor difference in RE at TOA on a global scale (section 3.4). To elucidate the differences in dust radiative effects between different simulations, the results from the sensitivity simulations in conjunction with previous modeling studies are analyzed in section 3.5.”

This was also reflected on our specific responses detailed below (e.g., box plots and Taylor diagrams) and the abstract on p.1, l.18 and the conclusion on p.15, l.442:

“The reduction of fine dust load after the adjustment leads to a reduction of the SW cooling at the Top Of the Atmosphere (TOA). To improve agreement against a semi-observationally-based estimate of the radiative effect efficiency at TOA, we find that a less absorptive SW dust refractive index is required for coarser aspherical dust.”

“The diversity of modeled dust net RE at the surface (−1.74 W·m^{-2} to −0.20 W·m^{-2}) is much larger than at TOA (−0.01 W·m^{-2} to −0.61 W·m^{-2}), partly because the refractive index is optimized to obtain reasonable agreement against satellite observations of TOA radiation flux (e.g., CERES). The uncertainties in the size-resolved dust concentration, particle shape, and refractive index contribute to the model diversity at the surface. DustCOMM-Asphere-DB19-V83 (E2) simulation resulted in less cooling at the surface by the synergy of coarser size and aspherical shape, compared to IMPACT-Sphere-Mineral-V83 (E1) simulation (−0.23 vs. −0.88 W·m^{-2} on a global scale). Consequently, the
atmospheric heating due to mineral dust was substantially reduced for the DustCOMM-Asphere-DB19-V83 (E2) simulation (0.15 W·m$^{-2}$), compared to the intensified atmospheric heating from the IMPACT-Sphere-Mineral-V83 (E1) simulation (0.59 W·m$^{-2}$). The less intensified atmospheric heating due to mineral dust could substantially modify the vertical temperature profile in Earth system models and thus has important implications for the projection of dust feedback near the major source regions in the past and future climate changes (Kok et al., 2018). More accurate estimates of semi-observationally-based dust SW and LW radiative effect efficiencies over strong dust source regions are needed to narrow the uncertainty in the RE.”

We also added a reminder for the SW at the surface on p.12, l.343:

“In contrast, the use of a more absorptive SW refractive index from DustCOMM-Asphere-Mineral-V83 (E6) improved the agreement at the surface. However, the semi-observationally-based estimates of diurnally averaged radiative effect efficiency at the surface were derived from extrapolation of the instantaneous values, which would affect the comparison due to differences in the methodologies between dust models (section 2.6). The differences in the model-based estimates of radiative effect efficiency might arise from different data sets of the refractive index, size distribution, and particle shape (Song et al., 2018).”

**General comments**

**Comment 1:**

First, I suggest the distinction of “fine” and “coarse” in the simulation titles is a little confusing at the outset, as those terms are also used in the paper to refer to particular sections of the particle size distribution. “Fine-global” might be titled “Default-aspherical” or just “aspherical” which makes the perturbation clear. I suppose “Coarse” is then clear enough, or else “DustCOMM” to discriminate the size and loading adjustment. Anyway, lines 90 - 95 don’t really map to table 1 well (“denoted as ‘fine’”—well, only one experiment is actually denoted as “fine”, and “denoted as ‘coarse’” evidently includes “Improved” which is not denoted as “coarse”). Please clean this up.

**Response:**

Thank you for your suggestions. We rephrased “Fine” and “Coarse” by “IMPACT” and “DustCOMM”, respectively, as was suggested. We revised the terms in Table 1 and on p.4, l.106:

“Two experiments used the dust concentrations calculated from the IMPACT model with the finer dust size (denoted as “IMPACT”). Subsequently, the simulated dust concentration and the size distribution were adjusted to the semi-observationally-based concentrations (Adebiyi and Kok, 2020) in the other eight experiments with the coarser dust size (denoted as “DustCOMM”).”

**Comment 2:**

Second, I’m confused about how many simulations were actually run with IMPACT. Since I take that asphericity is included in the dust gravitational settling in the Default run then is there only a single simulation run and then everything else is handled in offline calculations performed with different look up tables? Or section 2.5 seems to suggest some other simulation was done where DustCOMM was used to adjust the emission fluxes, but I can’t really tell which or if indeed there are actually seven independent simulations. Presuming this is a non-radiatively interactive CTM (which use of MERRA-2 meteorology suggests) then maybe there are two simulations, the “Default” and one performed with an
adjust at emission particle size distribution? Or otherwise I don’t understand: in any of experiments 2, 4-7 are you just using DustCOMM directly for the calculations? How does the model get relaxed to the information from DustCOMM to simultaneously adjust the loading, 3D distribution, and particle size distribution if it does not actually just become the DustCOMM result?

Response:

The DustCOMM data set can be handled in offline calculations performed with different refractive indices and aerosol concentrations (Ito et al., 2018 and references therein). However, since the dust is highly episodic, we did not use the seasonally averaged DustCOMM directly for the calculations in the off-line model. The bias in the size-resolved dust emission was corrected in the CTM simulations, as was described on p.9, l.195 (Ito et al., in review, 2021). The bias in the 3-D particle size distribution was corrected prior to calculating the radiative fluxes using the RRTMG, as was described on p.9, l.205 (Ito et al., in review, 2021). We elucidated them on p.4, l.110, p.8, l.218, p.8, l.224, and p.8, l.228:

“Five sensitivity experiments were handled in the RRTMG calculations performed with different refractive indices and hourly averaged aerosol concentrations with the two chemical transport model simulations of “IMPACT” and “DustCOMM”. The other three experiments were calculated from the model output with a post-processor.”

“To correct the bias in the seasonally averaged size-resolved dust emission in the IMPACT model, the sum of bin 1, bin 2, and bin 3 dust emission flux was scaled by the seasonal mean of the ratio of the sum of bin 1, bin 2, and bin 3 dust column loading between the model and DustCOMM at each 2-D grid box.”

“To adjust the size bias in dust emissions, the mass fraction of emitted dust for each bin was prescribed according to the size-resolved total column loading of DustCOMM at each 2-D grid box.”

“To correct the bias in the seasonally averaged 3-D dust size distribution after the transport, the mass fraction of dust concentration for each bin between 0.2 and 20.0 µm of diameter was scaled at each 3-D grid box prior to calculating the radiative fluxes using the RRTMG by the ratio of mass concentration of PM$_{2.5}$ (i.e., the sum of bin 1 and bin 2) to each bin (Table 3).”

Comment 3:

A lot of the discussion of refractive indices seems disorganized, with something covered in 2.2 and some at the end of section 2.5. Could this be consolidated in a single subsection that goes over the refractive indices? You would also make a useful contribution if you included a figure in the paper that showed the spectral refractive index for your different choices. For the mineralogical map in Figure 1 and used in experiments 1 and 6 are you just applying different look up tables in different regions? You are not actually tracking mineral composition in the forward simulation, are you?

Response:

We added the section of “Spectral refractive index and sensitivity experiments to mineralogical compositions” and the plots of the spectral refractive index to Fig. 1, as was suggested. The global mean of the mineral composition was used in Fig. 1. To avoid the confusion (refractive index shown in Figure 1 was different from that used in Experiments 1 and 6), the regional mean (previous Experiment 5 used the refractive index shown in Figure 1) was removed in revised paper. The tagged tracer was used for each regional and
each mineral source. This was described on p.5, l.144:

“To derive atmospheric concentration of mineral composition for dust aerosol, “tagged” tracer was used for each size-resolved mineral source.”

**Comment 4:**

There are three different regional numbering schemes at use in the paper (Figure 1, Figure 3, and Table 4). Most challenging is differences in Figure 3 and Table 4, which they are similar in number and similar in sense though not geographic layout. The reader must hold several pieces of paper to follow all of this.

**Response:**

The regional number for clear-sky dust radiative effect efficiency in Table 4 was not shown in Figure 3, which showed DAOD\(_{550}\). We labeled S# for source in Figure 1, A# for aerosol optical depth in Figure 3, and R# for radiative effect efficiency in Table 4, respectively. The figure captions were revised for Figure 1 and Figure 3.

**Comment 5:**

I don’t follow the discussion of Figure 9. I *think* what is being shown is something in the sense of differences between simulations as in Table 2, but this isn’t clearly the case to me. There are missing symbols in (a) and (b) which are maybe because some of the simulations are degenerate with others, hard to tell. It seems stated that the differences from the default are shown, but confusingly the default simulation is still shown and I don’t know what the “Baseline” simulation is.

**Response:**

Figure 9 was separated into 2 figures of Figs. 9 and 10.

**Minor comments**

**Comment 1:**

Line 99: Is this a CTM (i.e., there is no radiative feedback of the dust on the simulation itself)? Please state that clearly here.

**Response:**

Yes, it is. The radiative feedback can be predicted by a separate version of the IMPACT coupled to the NCAR CAM5.3 model (Penner et al., 2018). We stated it on p.5, l.125:

“The chemical transport model was driven by the Modern Era Retrospective analysis for Research and Applications 2 (MERRA-2) reanalysis meteorological data from the National Aeronautics and Space Administration (NASA) Global Modeling and Assimilation Office (GMAO) (Gelaro et al., 2017). The radiative feedback of the dust on the climate model simulation can be predicted by a separate version of the model (Penner et al., 2018).”

**Comment 2:**

Line 104: Is this a bulk aerosol scheme, modal or something else? The dust appears to be treated in a sectional scheme.

**Response:**
There are different versions of the IMPACT model, as was mentioned in our response to minor comment 1. In this version of the IMPACT model, two modes are used for sulfate aerosol (nuclei and accumulation mode), and two moments are predicted within each mode (sulfate aerosol number and mass concentration) (Liu et al., 2015). The dust is represented according to the sectional scheme, as was mentioned. We added following sentences to clarify the version of the IMPACT model on p.5, l.133, p.6, l.179:

“In this version of the IMPACT model, two modes were used for sulfate aerosol (nuclei and accumulation mode), and two moments were predicted within each mode (sulfate aerosol number and mass concentration) (Liu et al., 2015).”

“The mineral dust particles were assumed to follow prescribed size distributions within each size bin (Liu et al., 2015). In applying the look-up table, the size spectrum for mineral dust was divided into 30 sub bins (Wang and Penner, 2009).”

Comment 4:

Line 110: If the default scaling factor for IMPACT dust emissions is determined from observations why is the AOD so low? Is this because that is a constraint on the source regions but not downstream?

Response:

It is a constraint on dust-dominated AERONET stations which are mostly located in North African regions (Kok et al., 2014), as was described on p.5, l.110. Thus, the model could underestimate the global and annual mean DAOD$_{550}$, due to seasonally and regionally underestimates. In revised paper, we showed the differences of DAOD between the model simulations in Fig. 3. As was shown in Fig. 3, Tables S1 and S2, DAOD from the IMPACT simulation was lower than the semi-observationally-based data over East Asia and Bodele/Sudan in winter. We added following sentences on p.11, l.320:

“The lower DAOD$_{550}$ from E2 than E1 was mostly found over East Asia and Bodele/Sudan in winter (Fig. 2, Table S2).”

Comment 5:

Line 126-128: Sentence beginning “Consequently…” does not make sense to me. What ensemble of model results are you referring to? Are you just saying that even adding this asymmetric correction to the IMPACT simulation it still doesn’t give a good dust lifetime versus DustCOMM? Maybe you mean “Nevertheless” instead of “Consequently?”

Response:

Kok et al. (2017) constrain the globally averaged size-resolved dust lifetime from the lifetime simulated with nine different climate and chemical transport models. These include GISS, GMOD, CESM, MOZART, UMI, MERRAero, WRF-Chem, GEOS-Chem, and HadGEM. This is the one of our main topics and the reason why we adjusted the size-resolved abundance of dust concentration. The impact of this on the results and overall sensitivity was evaluated by “Experiment 3 – Experiment 4”, as was summarized in Table 2. To elucidate this, we added the following sentence on p.6, l.164:

“Nevertheless, the lifetime of the dust aerosol for the largest-size bin in the IMPACT model, even after accounting for asphericity (1.4 days for 5–20 µm of diameter), was significantly shorter than an ensemble of model results (2.1 ± 0.3 days for the mass mean diameter of 8.3 µm) (Kok et al., 2017). The impact of this underestimate of atmospheric lifetime is explored using the DustCOMM data set, as was summarized in Table 2 (E3 –
Comment 6:

Lines 137 - 146: I think you are describing here the construction of the “Mineralogical map” refractive indices in the shortwave. The referencing to Table 1 simulation is again confusing: “default simulations (denoted as ‘mineral’)” — no, default is not denoted as “mineral” it is denoted as “default.” Similarly “Default” is also using “global” LW optics. I wonder if some other coding schemes for experiments would just make this a little less twisty to follow.

Response:

We rephrased the short name by a long name and used Experiment number such as E1. We revised the terms in Table 1.

Comment 7:

Line 148: You refer to internally mixing dust with other components in the radiative forcing calculations. How are those other species partitioned across the four dust size bins? How does this assumption project onto the calculations you are doing with the non-spherical optics? I would think that internal mixing drives particles toward sphericity, but clearly you are doing some calculations with asymmetric dust treatment. Do the non-dust portions also get this non-spherical treatment? None of this clear.

Response:

The surface coating of sulfate on dust aerosols occurs as a result of the condensation of sulfuric acid gas on their surfaces, coagulation with sulfate aerosol, and formation in aqueous reactions within cloudy regions of the atmosphere (Liu et al., 2015). The heterogeneous uptake of nitrate, ammonium, and water vapor by each aerosol for each size bin is interactively simulated in the model following a hybrid dynamical approach (Feng and Penner, 2007). The chemical processing can form a uniform coating around the mineral core and therefore decrease particle asphericity during transport. This is implicitly considered in the simple shape distribution of dust, because Huang et al. (2019) averaged all medians and geometric standard deviations to obtain the globally averaged shape distributions of dust aerosols. We used the adjustment factors for the dust particles, as was described on p.8, l.184. To elucidate this, we added the following sentences on p.5, l.135 and p.8, l.235:

“The surface coating of sulfate on dust aerosols occurred as a result of the condensation of sulfuric acid gas on their surfaces, coagulation with sulfate aerosol, and formation in aqueous reactions within cloudy regions of the atmosphere (Liu et al., 2015). The heterogeneous uptake of nitrate, ammonium, and water vapor by each aerosol for each size bin was interactively simulated in the model following a hybrid dynamical approach (Feng and Penner, 2007).”

“The atmospheric aging of mineral dust can form a uniform coating around the mineral core and therefore decrease particle asphericity during transport. This is implicitly considered in the globally averaged shape distribution of dust (Huang et al., 2019).”

Comment 8:

Line 150: Adjustment factors are noted to account for the missing treatment of LW scattering. But it is not stated *what* is adjusted? The overall fluxes? Please clarify this.
Response:

We added the “LW radiative fluxes” and moved after the flux calculation on p.7, l.186:

“As the LW scattering was not accounted for in the RRTMG, we multiplied the LW radiative fluxes by the adjustment factors of 1.18 ± 0.01 and 2.04 ± 0.18 for the dry particles at the surface and TOA”

Comment 9:

Line 155: Again to the internal mixing: how is the dust radiative effect separated out from internally mixing particles? Is it the difference of (dust+rest) internal mix and dust only?

Response:

Five types of aerosols were assumed to be externally mixed in each size bin for the computation of spectral optical properties (Xu and Penner, 2012) on p.5, l.139:

“Five types of aerosols (i.e., dust, nucleated sulfate, carbonaceous aerosols from fossil fuel combustion, carbonaceous aerosols from biomass burning, and sea salt) were assumed to be externally mixed in each size bin for the computation of spectral optical properties (Xu and Penner, 2012).”

Comment 10:

Line 170: “to bias adjust an ensemble”

Response:

This was corrected on p.7, l.203:

“which is used subsequently to adjust the bias in an ensemble of six global model simulations”

Comment 11:

Line 283: Reference I think is to Figure S2f.

Response:

This was deleted, as was suggested by the reviewers.

Comment 12:

Figure 3: Caption references a non-existent panel (d).

Response:

This was deleted, as was pointed out.

Comment 13:

*(check not a printer issue...) Figure 3: I am having a hard time reconciling the coloration of the regions comparing (a) with (b) and (c) with the numerical values in Table S1. For example, region 4 (Mali/Niger) has a stated semi-observationally-based AOD of 0.462 in Table S1 which ought to be a red color, but the region is plotted yellow. This confuses the
discussion about the “goodness” of the simulations. Similar I think for regions 2 and 9.

Response:

You are right that this was confusing because Figure 3 represented the annually mean for semi-observationally-based data and seasonally mean for model results. The caption and figure were corrected. In revised paper, we showed the evaluation of the various model experiments against semi-observationally-based estimates in box plots and Taylor diagrams (Taylor, 2001) to provide a concise statistical summary of the bias, correlation coefficient, root mean square errors, and the ratio of standard, as was described in our response to general comment 3 by reviewer #1.

Comment 14:

Figures 4 - 8, S3, S5: The units for the radiative effect efficiency (stated at bottom of each figure) should properly be written (W m\(^{-2}\) AOD\(^{-1}\))

Response:

This was corrected in Figs. 4 and 5, as was pointed out. Figs. 6, 7, and 8 represented radiative effect (W·m\(^{-2}\)). Figs. S3 and S5 were deleted.

Comment 15:

Figure 4: The SW TOA side is a bit misleading as the color bar ends at zero on the right, but from the tables clearly the values go to positive numbers. Might consider expanding color bar.

Response:

This was expanded, as was pointed out.

Comment 16:

Figure 6 - 8: The word “Atmosphere” is misspelled in panel (c) in each.

Response:

This was corrected, as was pointed out.

Comment 17:

Figure 9: Where is the “+” symbol in (a)? Where is the orange star symbol (Improved simulation) in (b)?

Response:

These were overlapped. Figure 9 was separated into 2 figures of Figs. 9 and 10.

Comment 18:

Tables S1, S2: Please add a leading column for the region number so the reader can associate the location described with the map.

Response:
This was done, as was suggested.

**Comment 19:**

Table S3: third line, should “69” be “-69”?

**Response:**

This was corrected, as was pointed out. We note that the values for model estimates in previous Tables S3–S6 were all sky radiative effect efficiencies and corrected to clear-sky values.
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