Interactive comment on “Evaluation of PMIP2 and PMIP3 simulations of
mid-Holocene climate in the Indo-Pacific, Australasian and Southern Ocean

regions” by Ackerley et al.: Responses to Anonymous Referee #1.

General: The article presents a (comprehensive) summary of proxy and model
based results for investigating changes between the mid-Holocene and pre-
industrial period for western Pacific and adjacent regions. The authors use a large
number of proxy data to compare with temperature and precipitation, derived
from the Paleoclimate Model Intercomparison Program (PMIPZ2 and PMIP3). In the
second part of the manuscript they try to explain model-data (mis-) matches by
dynamical processes. The concept and outline of the article look promising but a
closer inspection of the manuscript reveals that the authors present a collection of
(raw) GCM model output data and compare them one-to-one with results based on

published proxy literature.

In addition, they i) apply and interpret results in an inconsistent way and ii) for
most cases don’t use the variety of large-scale output from the climate models to
test their hypothesized physical explanations. Moreover, the different sections are
not very well organized into distinct results and discussion sections making it
difficult to follow. Although this kind of data-model comparison is often used, new
methodological approaches are available in the context of model-data
comparisons. These include Proxy system models (Dee et al. 2016 (incl. source
code), application of numerical/statistical downscaling to improve regional
precipitation characteristics (Fallah et al, 2015; Wagner et al, 2012), applying
climate field reconstructions using a coherent network of proxy data (PAGESZ2k,
2015) and using pseudo proxy experiments in the virtual world of climate models
to test the spatial representativeness of single proxies or their networks (Smerdon
et al, 2012). These methods should be used and applied or at least been mentioned
in the context of state-of-the-art proxy-model comparisons. In all, I cannot suggest
publication of the manuscript in its present form. Below I tried to include a number
of suggestions how to improve the manuscript for a revised version to address my
main concerns and to put the conclusions of manuscript in context of different

sources of errors involved in direct proxy-(multi-)model comparisons.



Response: First of all, the authors would like to thank the reviewer for their
detailed analysis of our paper. The comments have been helpful in making us
review what should and should not be included in the analysis (particularly
around statistical significance, which is discussed below). The authors do feel
however, that while the reviewer makes a valid point about the other options for
model-data comparison, one of the real strengths of this work is the comparison
with (as termed) “raw data”. Furthermore, the techniques the reviewer points
out are only applicable to “quantitative” data-model comparisons whereas the
OZ-INTIMATE reconstructions (that we compare to here) are “qualitative”,
which is a key reason why we do not use the techniques the reviewer points to.
Most importantly however, is that all of the errors we highlight—that are visible
in comparison to the proxies—are also clear when the models are compared to
the modern instrumental datasets. We are also careful to cite the papers that
make such comparisons in the discussion section (instead of solely focusing on
the past climate). That said, we can clearly see the importance of the literature
the reviewer refers to and so we have considered each one individually and
indicated where we should include it in a revised version of the manuscript. The
authors have found the following observations:

1. Fallah et al. (2015) and Wagner et al. (2012): The Fallah et al. (2015)
paper employs a method of downscaling whereby a fully coupled general
circulation model (GCM) is run with T31 (~350 km grid spacing)
resolution. The sea surface temperatures (SSTs) and sea ice
concentrations (SICs) are then used from that first run to drive a higher
resolution atmosphere-only GCM. The Wagner et al. (2012) paper forces a
regional climate model (RCM, 0.44° grid spacing) over South America
from a fully coupled GCM also. Both are examples of the dynamical
downscaling we refer to in section 4.3.2 and so we would include these
references in an updated section 4.3.2 for any revised manuscript. There
are some issues however. For Fallah et al. (2015), the “high resolution
model” uses T63 resolution (~150 km grid spacing) and this is not high
enough to resolve the topography that they imply is important to their
study. Furthermore, it does not appear that they bias correct the SSTs or

SICs and so the model will be subject to the same circulation errors that



may arise from biases in the SST from the original driving model. This is
also the same issue for the Wagner et al. (2012) paper, which uses data
from the fully coupled GCM to force the RCM. We therefore propose to
include the following in section 4.3.2 to account for this:

“Lastly, in order to acquire high-resolution model data to compare with
the proxies, dynamical downscaling of GCM simulations using higher
resolution global GCMs (e.g. Fallah et al, 2015) or Regional Climate
Models could be employed (e.g. Ackerley et al., 2013; Wagner et al, 2012).
This may be particularly important over complex terrain (such as
Tasmania and the Great Dividing Range) where this study has identified
differences between the proxy reconstructions and modelled climates.
Nonetheless, efforts to bias correct the boundary data supplied by the
driving GCM need to be included (not done in Ackerley et al., 2013; Fallah
et al., 2015; Wagner et al, 2012), otherwise the simulations may only
reproduce existing systematic errors at higher resolution.

Dee et al. (2016): This paper described the method of assimilating proxy
data into a GCM (or, in this case, an “intermediate complexity GCM”, i.e.
simplified GCM). This approach is fascinating and an important area of
model development for better model-proxy integration. The authors
would therefore refer to it in section 4.3.2 for future model developments
in a revised manuscript. Nevertheless, Dee et al. (2016) make an
important statement at the end of the paper that is relevant to our work
here (second to last paragraph of their paper):

“As discussed, our results suggest that reconstruction still improves for
some proxy systems using nonlinear PSMs within detection and
attribution, but these results may be dependent on the pseudo-proxy
experimental design. Factors such as GCM complexity and structural
model errors, water isotope physics scheme, proxy network distribution...
or structural design of each PSM all contribute to a modelling framework,
which may not be representative of nature. Thus, ongoing and future

work towards real-proxy reconstructions must validate both the PSMs

and the GCMs against observations”.




The final sentence is important as our study is actually “validating GCMs
(directly) against observations” by taking the inferred (but real) state of
the climate from the proxies and comparing it to the actual state of the
models. Using raw model data is paramount to this as it allows the
systematic errors in the models to be presented clearly—and those errors
are not just important in a paleoclimate framework as they are also noted
in many other studies (which we are careful to cite). Adjusting the model
with data assimilation will not act to solve the errors in the models
themselves and, as Dee et al. (2016) indicate, direct comparisons like our
study are therefore still crucial. Nonetheless, as stated above, the authors
agree that our paper (and the underlying principle of data assimilation
with proxies) should cite the Dee et al. (2016) work in section 4.3.2.

PAGES2k (2013): The PAGES2k summary provides a global and
continental-scale assessment of the climate over the last ~2000 years.
The paper primarily looks at whether global climate change is visible in
the continental-scale regions and to what extent, by using regionally
coherent proxy reconstructions. This is essentially what the OZ-
INTIMATE synthesis did (Reeves et al.,, 2013b, and references therein)
over the region we describe in our paper. The regional demarcations,
justified in Reeves et al. (2013b), are based on spatially coherent signals
in the proxy network. Therefore, our work already applies the method
inferred by the reviewer. Furthermore, given the subtleties of the
differences in insolation forcing at 6 ka relative to 0 ka (that result in a
reduction in the seasonal cycle of the Southern Hemisphere), we would
not expect a regionally-coherent signal in either the proxies or the models
over the whole domain presented in Figure 1. Nevertheless, the PAGES2k
network undertake their analysis using a coherent set of regional proxy
data and as we are endeavouring to do the same by re-visiting the data
collected as part of OZ-INTIMATE, it is fully justified to include reference
to PAGES2k (2013) and we would do so in an updated introduction.

Smerdon et al. (2012): The use of pseudo proxies is described in the
Smerdon et al. (2012) paper, and is again an important point raised by the

reviewer. The authors will therefore include this reference in section



4.3.2 as another useful method of evaluating model data and integrating it
with proxies. As with the other studies given above, there are issues with
this method too, which justifies our analysis. For example, errors in the
simulated base state of a GCM i.e. the Equatorial Pacific cold tongue bias
(which is ubiquitous in GCMs) may be important for the representation of
pseudo coral. Do we bias correct the model output or do we adjust the
algorithm for calculating the pseudo proxy? Is the change in climate even
realistic given such an erroneous base state? Using a pseudoproxy in this
instance would not improve our understanding of the underlying model
error and would only serve as a more complex method of arriving at the
same answer. Or, if bias corrected, could hide the error in the first place
or make the algorithm give spurious results (i.e. the calibration is done on
a grossly incorrect state).
The reviewer’s comments here are ultimately very important and we see the
need to be a bit more ambitious/wide-ranging in the section on future modeling.
Nonetheless, the use of “raw model” data is still highly important in comparing
models and proxies as it does not hide the underlying errors in both datasets.
Furthermore, it provides a discussion forum from which to improve their
integration (i.e. by using the methods in the literature the reviewer cites). Our
study provides an Australasian-centric starting point from which such
developments could be made. It also highlights where models may be useful to
provide insight into proxy interpretation (e.g. the increase in convective rainfall
over southern Australia counteracting the reduction in rainfall from
extratropical cyclones as the westerlies weaken) despite their limitations. Again,
this case shows where the “raw data” are clearly useful and can help both the

modeling and proxy communities.

One of the real strengths of this work is that we do not need complex data
analysis techniques to show that clear and well-known biases in the models are
equally clear in simulations of past climate. Trying to adjust the model output to
improve them only acts to ignore the real issues in the models (e.g. the
Equatorial Pacific cold tongue bias, Southern Ocean climate and cloud biases,

Equator-to-pole temperature gradient and its impact on mid-latitude circulation



and the seasonal cycle in the tropics). If we adjust our data then that will
undermine the important points raised by this paper, which show that the
prominent biases in the contemporary climate simulations are having a
significant impact on past-climate simulations (and their evaluation). No amount
of statistical or dynamical downscaling is going to remove the cold tongue bias or
the errors in the clouds over the Southern Ocean for example—only through a
co-ordinated effort in model development. Finally, while there has been a
detailed analysis of the proxy data over Australasia (Reeves et al., 2013b and the
other OZ-INTIMATE special issue papers cited), no such synthesis has been
undertaken for the models. This paper therefore provides an important climate
model synthesis, which has been lacking for the Australasian region despite the
extensive proxy data gathering effort. The authors would also like to draw the
reviewer’s attention towards the summary paper by Braconnot et al. (2012),
which includes summaries of model simulated and proxy-inferred climatic
conditions over many regions of the globe for 6 ka. Australasia is a glaring
omission from this work and our paper would provide a first step in rectifying
that omission (the authors will also refer to the Braconnot et al. paper and the
lack of an Australian perspective in an updated introduction). Furthermore,
other studies have evaluated data from PMIP simulations regionally over, for
example, South America (Prado et al,, 2013) and Europe (Brewer et al., 2007;
Mauri et al., 2014) and this study provides the first instance (to our knowledge)
of this being done over Australasia. Therefore, this paper is a timely and
necessary piece of work from which the community can move forward in
(perhaps) a more integrated manner into PMIP4. Without this work (which can
be somewhat regarded as a benchmarking exercise for the models), the lack of a

model evaluation study over Australasia will remain.



Specific Points

Abstract: For my taste the first paragraph of the abstract should be included into
the introduction because it is not related to any scientific advancement achieved

with the manuscript.

Response: The authors agree with the point the reviewer raises and would
remove the first paragraph of the abstract. We do not agree that it should be in

the introduction as it would cause repetition and should simply be removed.

Introduction: p.2 1.6: Proxies are not observationally based. At least the wording
should be changed e.g. “Proxies give indications of past climate changes albeit with
uncertainties associated to their individual recorder characteristics on changes on
meteorological variables related to temperature/precipitation.” same sentence:
what’s the rationale in comparing future simulations with reconstructions based
on proxy data? I suggest re-phrasing the sentence that the comparisons may help
to assess the general ability of models to simulate past climates which gives a
certain degree of confidence in their ability to simulate potential future climate

changes under specific forcing scenarios.

Response: The authors agree with the reviewer and will update the manuscript
as suggested. Regarding the “comparing future simulations with
reconstructions,” this was not the intended point of the sentence and we can see
it is incorrect. We would write the following to replace the first two sentences of
the introduction:
“Proxies give indications of past climatic conditions (albeit with uncertainties
associated to their individual recorder characteristics and relating them to
meteorological variables) and can be used to assess the ability of general
circulation models (GCMs) to represent past climate states. Moreover, if past
climate states can be reproduced adequately with GCMs, then there can be a

degree of confidence in their ability to simulate future climate change.”



p.2 1115 ff.: I suggest adding a few lines contrasting the merits/shortcomings of
statistical versus numerical downscaling approaches. For instance the statistical
downscaling assumes a constant large-scale/local scale relationship throughout
time, whereas the numerical downscaling might account for those non-
stationarities. Also numerical downscaling might be afflicted by the shortcoming
that the driving GCM does not realistically simulate the large scale circulation and
thus the RCM inherits errors from the GCM which in most cases cannot be

compensated for.

Response: The authors agree that these considerations are useful (and
important) for undertaking statistical and / or dynamical downscaling; however,
as such downscaling methods are not employed in this paper, such a discussion
is unnecessary and would only act to lengthen the paper. Our point is simply that
the work by Lorrey et al. (2007; 2008) provided a route for easier, and
(importantly) more direct comparisons to be made between proxy
reconstructions and model data. The power of our study is that we do not need
to use complex methods to evaluate the models and proxies to focus on the main
discrepancies between both datasets i.e. no amount of statistical or dynamical
downscaling is going to remove the cold tongue bias or the errors in the clouds
over the Southern Ocean. These errors can just be diagnosed directly from the
models and the proxy evidence simply helps to confirm their presence in the
past. We fully understand the reviewer’s point here and so we will add a

sentence to say the above (relating to downscaling) in any revised version.

p2. 1. 23: Please add a short note what you understand by “effective
precipitation” ?

Response: We will add:

“...(proxy-derived effective precipitation: the combined effect of total

precipitation, evaporation, air flow and vegetation cover)...

p.2 II. 28ff: How were those regions defined? Are they purely related to some adhoc
regionalization or have some statistical tools been applied to discriminate those

temperate/hydrological different regions (e.g. Cluster analysis or some EOF-based



approach). According to the figure 1 I assume however that the regions are rather

related to some geographical lat-lon based criterion.

Response: The regions are defined meteorologically along the following
definitions (which are explained in Reeves et al., 2013b and references therein):
Tropical Northern: The perennially wet tropics, which are split between
Indonesia (western) and Papua New Guinea (eastern)

Tropical South: Monsoon dominated, tropical rainfall zone with the “quasi-
monsoon” (easterly dominated—Suppiah et al, 1992) and the “pseudo-
monsoon” (low-level westerlies around the heat-low over north-west Australia,
Suppiah et al., 1992; Berry et al,, 2011; Ackerley et al, 2014).

Arid interior: Desert, dominated by anticyclonic flow, and little precipitation
with no clear seasonal bias.

Temperate east: Easterly dominated, receiving rainfall throughout the year.
Temperate south: Westerly dominated, primarily receiving rainfall in austral
winter but high precipitation throughout the year.

Southern Ocean: The Antarctic Circumpolar Current and associated oceanic
salinity and temperature fronts, which divide across approximately 50°S. Also,
highly influenced by the strength and location of the mean westerly flow (and
associated weather systems).

Therefore, there are many abundantly clear and important
meteorological/oceanographical reasons to choose the regions as they are. They
also represent the zones where the proxies show some regional coherence
(again, as outlined in the cited literature from which they are taken). Ultimately,
divisions must be placed somewhere and there will always be cases for moving
them or keeping them unchanged. As we wanted to extend the analysis of Reeves
et al. (2013b, and references therein) to the models, we decided to choose
exactly the same regions to be consistent. Changing them in this instance would
mean our study is no longer consistent with theirs and our conclusions would be
invalid in the context of the previous work. Nevertheless, we agree with the
reviewer that Figure 1 makes it appear that we have chosen a simple “lat-lon”
split, which is not the case. To address the reviewer’s important point, we would

aim to annotate the figure to include some of the meteorological / climatological



justification for those reasons so that the reader does not necessarily have to use

the Reeves et al. (2013b) paper.

p. 3 1.3: In my opinion the authors should already indicate here that the simulated
raw GCM precipitation is afflicted with a very high degree of uncertainty, especially
over convective-active region and that current studies or compilations (e.g. IPCC)
show large discrepancies  between  GCM-derived precipitation and
observational/reanalysis/satellite derived precipitation. This would further
motivate approaches to downscale GCM results with statistical/numerical
approaches or/and use additional approaches (forward modelling) for proxy-

model comparisons.

Response: The authors agree that there is uncertainty associated with the
representation of convective precipitation in the GCMs; however, the first step of
our analysis was to identify model agreement and disagreement. In the tropics
the models and proxies largely agreed, where the thermally direct responses to
the insolation changes (i.e. convection increases/decreases with higher/lower
insolation) coincide well. In the instance of the tropical north-west domain,
where the large-scale circulation is more important for driving seasonal rainfall,
the models captured the seasonal cycle well (as described). The only tropical
domain with a poor representation of the climate at 6 ka was in the tropical
north-east, which is clearly related to the cold tongue bias. Therefore, while we
accept that the representation of convection is highly problematical in GCMs (in
particular over Australia—see Ackerley et al. 2014; 2015), it does appear to
respond to the insolation-driven forcing described in this paper and so does not
need direct discussion in this instance. Nevertheless, we intend to move the
section describing the tropical north-west into supplementary material (see the

"Restructuring” section at the end of the responses).

p.4 L 1ff: I like the approach of developing seasonally resolved proxies. One might
add here already some issues involved in addressing this point with the variety of
proxies that are used over the study region (e.g. corals vs. speleothems vs. tree

rings) and there pros/cons for seasonally resolved reconstructions.



Response: We agree with the reviewer that a key future focus of selecting
proxies is a) select seasonally resolved - where possible or at the very least b)
have a clear understanding of the seasonal signature influencing proxies -
whether this be biological (pollen, chironomids, diatoms, etc.) or
geomorphological (e.g. fluvial, glacier). This has not necessarily been well
articulated in some of the earlier literature. Although there is an increasing effort
to collect corals, speleothems, tree rings (of select species) and molluscs, the
spatial coverage of these proxies will in no way represent the whole of Australia.
Therefore other methods need to be employed - and understood. This is

something we emphasise in the future work section.

p4. L 6ff: Maybe the authors can also state here that a congruence/disagreement
between proxy and models does not necessary mean that in the real world this
must be the case. Given the high degree of proxy and model uncertainty both
“outcomes” can be right but for the wrong reason. This is just a hint towards a
more general view of model-proxy comparisons and the ultimate need for i) a
sound basis for comparisons and ii) the consideration of sound and robust
dynamical mechanisms controlling the models’ and proxies’ mean state (and

variability) for different time periods (which is already mentioned by the authors).

Response: The reviewer makes an excellent point here. We agree that the
uncertainties in both the models and the proxies could lead to both giving the
same outcome for different reasons. Nonetheless, we have been as careful as
possible to consider the physical processes that occur in the real world and how
they are simulated in the models. Given that the proxy data are evaluated
thoroughly in the cited literature, the boundary conditions that are forced upon
the model are well known (i.e. orbital changes and greenhouse gases), and the
known PMIP/CMIP biases are openly considered, our conclusions and
interpretations of the processes are drawn upon the best knowledge available to
us presently. We also feel that the only way to answer the reviewer’s point here

is to undertake the work outlined in the “Future work” section, which this paper



provides an important reference point for (as no-one else has done such a model

evaluation—to our knowledge—for the region under investigation).

General comment on the Introduction: Admittedly, given the manuscript is already
very long I still think given the vast literature on the comparison between mid-
Holocene and pre-industrial in various studies at least those publications that are
most relevant in this context should be summarized in one paragraph and linked to
the present study. This is also important to give the reader who is not so familiar
with the topic a general idea about the basic climatic changes (e.g. intensified
monsoon) and potential driving mechanisms (e.g. changes in earth’ obliquity). In its
present shape the intro is largely focused on an international consortium (OZ-
Intimate) and a method used by Reeves et al. that might not provide the full

spectrum on research that has been achieved in the last decade or so.

Response: The authors understand the reviewer’s point here and the
introduction was written to provide a simple (and short) overview and rationale.
A lot of the background is covered in Section 2 (describing the models used) with
respect to the impact of the orbital parameters. Moreover, a lot of the literature
is cited in the discussion section where the results are discussed in detail relative
to the research that has been undertaken over the last decade or more. It would
be unnecessary to repeat it in the introduction, as it would only act to lengthen
the paper. Finally, the introduction should not be a “literature review” of the last
decade of work that pre-empts the contents of the paper. Instead, we have used
it to explain our reasoning for doing the study we have done and then show the
results we have found and explain them in the context of the available literature

in the discussion section.

2 Data, Analysis and external forcings

2.1 Proxy data p.5 How did the authors treat the different sources of proxies
concerning their temporal resolution, their individual dating uncertainties, their
seasonal biases and their different recorder characteristics in terms of

meteorological sensitivity?



Response: The papers selected for the OZ-INTIMATE compilation represent the
‘best’ - or most scientifically robust papers, as nominated by many the Australian
palaeo-community over a series of workshops held 2010-2012. The criteria for
inclusion was described as thus in Reeves et al., 2013a:

“The criteria for inclusion of records into this synthesis would ideally be:
continuity through the last 35 ka, sound chronology, centennial-scale or better
resolution and unambiguous and quantifiable palaeoclimate estimates. Although
this has been achieved in many of the marine and speleothem records, their
spatial coverage does not represent the greater Australian region. We have
therefore chosen here to also include: high-resolution short-term records (e.g.
corals), discontinuous geomorphic records (e.g. fluvial, lake shore, dune, glacier)
where the interpretation is robust (see Fitzsimmons et al., 2013 for further
discussion, which includes details on the limitations of using the dryland
geomorphic proxies), as well as qualitative records (e.g. pollen), although noting

the context of the site and the limitations of each record (Fig. 2).”

The interpretation of each of the records was accepted as that previously
published. The limitations on each of the ‘types’ of proxy records are outlined in
each of the regional papers (Reeves et al., 2013b; Bostock et al., 2013; Petherick
et al., 2013; Fitzsimmons et al,, 2013).

For this paper, we looked only at the time slice of 6ka compared with pre-
industrial conditions, with a window of +500 years for those records that have

only centennial resolution.

A suggestion by the guest editor has been to make available the database of
records included in the OZ-INTIMATE compilations. We agree that this provides
a good opportunity to do this, should a time extension be granted, and will
include sampling and dating resolution, proxy type and key indicator of each

proxy used.

2.2 Model simulations and boundary conditions



p.5 lI7 ff.: How many years are used for each time slice ? is it the same for all
simulations ? The authors should also add a paragraph related to the large
bandwidth of models they use for comparisons and that a separation of models
showing a good/bad performance in the simulation of present day climate or
specific variables is not possible in the subsequent multi model-mean analyses

anymore.

Response: Data are taken for the full 100 years of the 6 ka and 0 ka simulations
for the PMIP2 models and also the full 100 years from the PMIP3 6 ka models.
For the 0 ka PMIP3 simulations, the length of the averaging period was typically
between 100-1000 years, depending on the length of the pre-industrial control
run undertaken by the modelling institute. Given that the multi-decadal to multi-
centennial averaging period for all models, the internally generated variability is
unlikely to be significant in simulations of 100-1000 years. In the text we will
state that all 6 ka experiments use 100 years of data as do the PMIP2 0 ka
experiments. Furthermore, we will state that all PMIP3/CMIP5 0 ka data are
used (and can vary from 100-1000 years depending on institution) to keep the
analysis as impartial as possible. Regarding the large number of models used, we
agree with the reviewer and would include the following:

“Due to the large number of models considered in this study, a detailed analysis
of individual model performance is not considered. The specific details of the
individual model performances are discussed in the relevant references given in

Table 2”.

p.5 1l 15-25: The authors might try to shorten this discussion to the most relevant

insolation changes.

Response: We would change this paragraph to be (90 fewer words):

“In order to show the impact of the orbital parameter differences, the zonal-
mean change in incoming solar radiation at the top of the atmosphere
(insolation) is plotted in Fig. 2(a) for 6 ka relative to 0 ka. The 6 ka insolation is
lower over much of the Southern Hemisphere (SH) between December to June

and higher between August and November. The zonal-mean difference in



insolation over the whole year is plotted in Fig. 2(b). There is lower insolation
between 10°N - 40°S and higher insolation southward of 50°S. In Fig. 2(c) and
(d), respectively, the insolation is split into two six-month seasonal means, which
coincide with the times of year when the highest insolation (October to March)
and lowest insolation (April to September) occurs in the SH. Between October to
March (Fig. 2(c)), the zonal mean insolation is lower at 6 ka between 10°N - 50°S
and higher southward of 65°S. Conversely between April and September the

insolation is higher at all latitudes between 10°N - 90°S (6 ka relative 0 ka).”

p. 6 For completeness the authors should add a sentence that the calendar was not
changed between the MH and PI due to the precession changes. For periods with
large gradients in insolation that might influence to a certain degree results based
on the Gregorian calendar and the one based on a discrimination of seasons related
to solely astronomical considerations (e.g. the periods between solstice and

equinox).

Response: The authors will include the following in the model simulations
section (2.2):
“The calendar and seasonal definitions are the same in both the 0 ka and 6 ka

simulations, as described in Braconnot et al. (2007).”

p. 6 1l 9ff: Please add a short information on the target grid the models were

interpolated.

Response: The sentence will in an updated manuscript will read, “...common

longitude-latitude grid (2.5°x2.5°) before undertaking the analysis...”.

2.3 Post 1750 C.E. datasets p.6 I 10: The authors might think of changing the
wording of the header to “Re-analysis data sets”. In this context I also suggest that
authors add a few words on the reliability of the according data sets, especially the
HadISST data set dating back to 1870 concerning the data availability, quality and
coverage. Again it might be important to stress the fact that those data sets are not

observational data. For the generation of reanalysis data sets, meteorological data



are used in an assimilation scheme integrated into a comprehensive numerical

model.

Response: We are fully aware that reanalysis data are not observations and do
not infer that in the paper at all. Furthermore, we think the current title is more
clear for telling the reader that we are using post-1750, which is important for
comparing with the 0 ka simulations (i.e. 1750 CE climate). Regardless of the
possible biases in the reanalyses, they still represent the only observationally
constrained estimate of the state of the atmospheric available (accepting we
could choose one of several datasets). A discussion of the reliability is
unnecessary as their internal uncertainty is unlikely to be important relative to
the large errors in the models that we show (i.e. the tropical Pacific easterly bias
leading to the cold tongue bias). The cold tongue bias is manifested by both the
SST (negative anomalies) and circulation (easterly anomalies) errors in the
models, which are confirmed by comparing the PMIP models with the two
independent reference datasets (i.e. HadISST and ERA-Interim). It is highly
unlikely that both ERA-Interim and HadISST datasets will be biased in a manner
that gives the same result. Our analysis clearly shows that, whatever the biases
are in the HadISST and ERA-Interim datasets, the strong and significant
differences between the models and those datasets is a clear sign of a problem
with the models and not the reference datasets. To that end we will include the
following sentence in the discussion (to be added in the current discussion paper
line 20, page 26 to follow on from the end of that paragraph):

“While there are uncertainties associated with both the HadISST2 and ERA-
Interim datasets (see Rayner et al., 2003; Dee et al, 2011, respectively), the
consistency between the SST (negative anomalies) and circulation (easterly
anomalies) suggest that the biases in the models are more important than any

uncertainty in the reference datasets.”

2.4 Analysis p 7 Il 15ff: Concerning the multi-model mean, I basically cannot
support the approach because it represents a physically unrealistic state. Instead,
an individual treatment of the models should be envisaged for all stages of the

analyses. However, 1 acknowledge that the authors try to amalgamate and



synthesize this kind of spread into “consensus” maps. A suggestion to further test
the robustness of the model results is to use certain thresholds e.g. 2 times standard
deviation for a more robust assessment not only in the sign of changes but also in
terms of the magnitude. This is also motivated by statements further down that
despite a certain agreement in the sign of the multi-model mean no statistical

significant differences can be seen ( e.g. p.9 1l 4ff).

Response: While the authors understand the reviewer’s reservations about the
multi-model mean (MMM), this statistic still remains one of the best ways of
showing the mid-point of a large ensemble of models. Furthermore, our method
of showing the “consensus” is an attempt to account for whether the mean value
is representative of most of the models. This is something that was used
extensively in the [PCC AR5 (Flato et al., 2013; Collins et al., 2013; Chapters 9
[Figs. 9.2-9.5] and 12 [Figs. 12.11 onwards], respectively). As the reviewer
suggests, another approach is to use a different threshold, such as 2 times the
standard deviation; however, using such an approach is unlikely to change the
outcome of our analysis (the 2 times standard deviation is very likely to give a
spread that is similar to our given confidence intervals). We have chosen to
provide a synthesis that gives the reader a measure of the mid-point, its
statistical significance and the agreement of the sign of the change relative to the
mean in the control state. The authors do agree with the reviewer fully on the
language used around the statistical interpretation, however. We will re-
structure the paper to focus on the changes that have both statistical and (more
importantly) physical relevance. We refer the reviewer to our planned changes

in the “Restructuring” section of our response.

3 Model and proxy synthesis
3.1 Annual mean
3.1.1 Surface temperature p. 7 I. 24: Do the authors refer to surface temperature or

2m-(Near) surface temperatures ?

Response: The authors are referring to surface temperature so that it provides a

continuous transition from sea surface to land surface temperatures. Given that



the proxies do not infer air temperature at a specific height above the ground
and that there are variable amounts of land and ocean coverage in the analysis
regions, we chose to use the surface values in this instance (as stated already in

the text).

p 7 1 30ff: In the context of statistical significance it is important to at least mention
the difference between statistical significance at a certain level and the physical
relevance. I assume that the authors use the multi-model mean to carry out the t-
test between MH and PI that is based on the number of years they use for their
analysis. Given the usually low variance in tropical latitudes in the annual cycle
also very small absolute changes in T2m become statistically significant just due to
construction of the test algorithm. I further assume that the authors also don t take
into account the serial correlation (SC) of the data that might also influence the
level of statistical significance as the presence of SC can (profoundly) change the

number of degrees of freedom (cf. effective sample size).

Response: The authors understand the reviewer’s point here and we fully agree
that physical relevance is more important than the statistical significance. We try
to use the statistical test (in combination with the consensus) to provide a basis
from which to explore the physical implications (which we try to do in the
discussion). As the reviewer correctly points out, interannual temperature
variability in the tropics is generally low and therefore a small change can result
in a “statistically significant result”. Nonetheless, in the case of the tropical zones,
it is clear that overall mean insolation was lower at 6 ka relative to 0 ka so there
is already a very clear explanation for lower temperatures. Conversely, when the
proxies indicate warmer conditions in the tropical north-east at 6 ka—but we
only see cooler conditions—it cannot be an insolation-driven feature (if it were
then the proxies would indicate cooler conditions too). This is why we present
the cold tongue bias issue. We would expect slight cooling from the insolation
changes but there should be a dynamically driven feature (e.g. the atmosphere-
ocean circulation driven Indo-Pacific Warm Pool) that should be reversing the
sign of the change. Given the combination of 81% (26/32) of the models simulate

a cooling over the tropical north-east, the cold-tongue bias is a highly common



feature in the GCMs and, the associated mean circulation changes/biases shown
in Figure 11, we have a clear set of physical processes that give a statistically
significant result that highlight the models’ common failing. The authors
therefore feel that our use of statistical significance is purely to give a starting
point from which to base a physical interpretation (and not the conclusion). The
authors accept there are several places with ambiguous descriptions of the
statistical results but our aim here was to solely present all the analysis to the
reviewer/reader. We have provided a summary (see the section at the end
entitled “Restructuring”) to show the reviewer where we have taken out less
significant analyses in order to focus on the places where we have both good

model and proxy coverage.

p. 9 II. 6ff: The authors compare here their quantitative model estimates with
empirical reconstructions - how robust are results based on the proxy records
mentioned or at least what are uncertainties implicitly included in the studies

cited?

Response: The SST records are some of the best resolved of the proxy models
and have both high resolution dating and sampling. The analysis here is based on
quantitative reconstructions of Mg/Ca and 6180 of foraminiferal calcite. Where
different organisms (i.e. forams that grow in different sections of the water
column) and/or geochemistry has been utilised, this has been taken into
consideration in the reconstruction (Reeves et al.,, 2013b). The typical error for
these types of reconstructions is *1 K (Helen Bostock—personal

communication).

3.1.2 Precipitation p9 Il. 19 ff: Taking raw precipitation from GCM output should be
avoided. To circumvent this issue statistical and/or numerical downscaling
methods should be applied first. Here I also think it’s important to have a look at
the individual performance of the different GCMs. The situation gets even more
complicated when authors compare their (continental-scale) regions with local

information from proxy data. In contrast to temperature changes, precipitation



may occur at spatial scales that are much more heterogeneous compared to

temperature.

Response: Statistical or dynamical downscaling of the raw data would only
result in us attaining the same conclusions (and analysis) except the data will
simply be presented at a higher resolution (i.e. higher resolution will not
improve the result). As the reviewer correctly points out later in their review
(reference to the future work section):

“Even dynamical downscaling can only improve results over regions where there is
some confidence in the driving model to realistically simulate the large-scale
circulation at the lateral boundaries,”

This statement seems somewhat contradictory to the reviewer’s point above by
suggesting that we employ downscaling here. It is important to re-iterate that
the raw data are useful in this study. The models simulate the production of
precipitation using a known set of resolved or parametrized physical processes.
Therefore, if we do not plot the simulated (raw) precipitation data we cannot
infer the likely processes (dynamics) that govern the precipitation produced by
the models (and the associated biases). Furthermore, in this instance, verifying
the main features across the whole ensemble is important as it also highlights

the well-known errors in model simulations in this region.

Regarding individual model performances: while it may be interesting to see
which models produce the best climate on a region-by-region basis it is not a
good way of evaluating model performance. What if one model represents the
climate in one of our regions well but performs the worst in all other regions?
What if that same model also has the worst simulation of the global climate? Do
we investigate it further in that region based on it doing well locally or do we
reject it? In our analysis, an evaluation of the overall model consensus is
important as it helps us maintain a broader view of model errors across the
ensemble. Evaluating individual models in fine detail will lengthen the paper
considerably but would be a useful area of future work for another paper.
Finally, the authors accept that the proxies are taken at point locations; however,

the work undertaken by Reeves et al. (2013b—and references therein) was



careful to choose proxies that produced regionally coherent climatic signals

across the regions we have investigated (and was made clear in those papers).

p9, 32 ff: This comment is related to my last one for temperature — how robust are
results given uncertainty in the proxy and their ability to really record (solely)
precipitation changes? The following sections are a repetition of the first one with
seasonal focus but with very weak or vague statements concerning the
representativeness of the respective proxy towards the respective season. I suggest
that the authors re-structure the whole section 3 into one section and discuss
results only for robust proxy-model comparisons. Also the comparison between
circulation and proxy should be restricted to model based results and if possible for
individual models in their relation to the individual temperature/precipitation

(hydrological) changes.

Response: The authors fully understand and agree with this point and we have
provided a method for restructuring the paper at the end of the responses to
account for the reviewer’s comment. We refer the reviewer to that for answering
this point. If the Editorial staff allow us to submit a revised version of the
manuscript then Section 3 will be changed in the way described in the
“Restructuring” section at the end of these responses. It is important to note that
we can only use qualitative language (e.g. wet/dry) at this stage with the
available data (primarily from speleothems and their coverage is poor within the
domain of interest). Such quantification, as the reviewer suggests, is an area of
future research and efforts are being made (with isotopoic and hydrologic
balance work) to address some of quantification issues but they are not available

yet and so the assessment we provide is the best that can be done at present.

4 Mechanisms responsible for agreement and disagreement

4.1 Model-proxy agreement

4.1.1 Tropical north-west (TNW) p. 16 Il. 8ff. The authors state that “but the
modeled change is not statistically significant, although 65% of the models
simulate higher rainfall at 6 ka.” - I am wondering “why there is surprise given the

large spread and the very weak coherence in the sign of the models. If anything, I



would call this a very weak tendency towards higher rainfall. So I think it’s really
important to stress the effect and meaning of statistical versus physical significance
in the context of the multi-model mean differences for the various parameters. In
all, I'm not really convinced in the usefulness looking for statistical significance
given the issues mentioned above related to absolute differences and the effect of

the number of degrees of freedom on the level of significance.

Response: Again, the authors fully see this point and agree with it. We feel that
the TNW section provides a useful summary for readers but it is not necessary in
the main text. We have suggested including it in a Supplementary Material
section (see “Restructuring” statement at the end). This would remove the
ambiguity around our statements about the statistics but allow readers to review

the seasonal cycle changes between 6 ka and 0 ka in the models.

p. 18 L. 6f: This comment relates to the one on page 16: In this context the authors
state that “only 62%” of the models agree. In an earlier statement they state this is
two thirds agreement and exploit this number being significant in terms of the
consensus. There should at least be a consistent nomenclature when the authors
speak about model agreement being “large” or “rather evenly distributed”. There
are more occurrences of the inconsistent use, particularly if the percentage lies

between 60 and 70 %.

Response: The authors fully agree with this and we will address this ambiguity
when restructuring the paper (see the “Restructuring” section at the end of these
responses). We will be careful to only draw attention to physically robust signals

in the 6 ka simulations relative to the 0 ka.

p. 18 L9 ff: The authors try to explain the changes based on dynamical reasoning.
Unfortunately, they don t use the simulated and model based output. Instead some
vague mechanisms including effects of sea breeze is suggested which can by far not

be simulated by the climate models the authors use.



Response: The authors can clearly see the issue the reviewer is raising and why
confusion may arise. We cite the Birch et al. (2015) paper as it highlights the
importance of the sea breeze circulation for initiating precipitation in the real
world; however, using that reference makes it seem like we are suggesting the
models are representing something they clearly cannot. Nevertheless, the GCMs
we analyse almost certainly use the hydrostatic approximation and therefore, to
first order, an increase in the land temperatures over the continent will induce a
reduction in the low-level density, ascending air over the land mass and
subsequent convergent flow from the ocean to the land. This is why we state,
“...the higher continental temperatures (September to December, 15 Fig. 7(b))
are likely to have enhanced onshore flow...” as it is consistent with the physics
used in the models. Furthermore, as plotted in Figure 7, the land surface
temperature increases, the land-based convective precipitation also increases
and therefore (through continuity) there must be onshore flow to account for the
vertical mass flux, which is caused by activating the convection scheme. Finally,
stronger onshore flow can also be seen in Figures 3(c), 4(c) and 5(c), which is
again consistent with the scientific reasoning presented here. We therefore feel
that a simple re-wording of the paragraph is necessary here, which would be:

“The cause of the higher rainfall at 6 ka (particularly in October to March) over
tropical south-east can be seen when the seasonal cycle of precipitation is
considered (Fig. 7). Convectively generated precipitation and onshore flow,
driven by the high (austral) summertime insolation, are important processes
that govern precipitation over the Cape York Peninsula (i.e. north-east Australia,
see Birch et al,, 2015). The higher insolation in June to December (Figs. 7(a) and
(d)) causes SST at 6 ka to be higher in August to January (Figs. 7(b) and (d), SST
response lags the insolation change), which coincides with the period where
both the convective and total precipitation are higher in the 6 ka simulations
relative to 0 ka (Fig. 7(c) and (d)). Furthermore, higher land surface
temperatures also coincide with the higher convective precipitation at 6 ka
relative to 0 ka (Fig. 7(d)), which causes an increase in low-level convergence
over the land that is consistent with the stronger easterlies (see Figs. 3(c), 4(c)
and 5(c)). The earlier onset of the monsoon from increased continental heating,

stronger onshore flow and higher SST adjacent to the land (i.e. higher



evaporation) is therefore likely to be responsible for the higher precipitation
over the tropical south-east at 6 ka in the models. Conversely, the impact of
reduced land and sea temperatures from April to July has little impact on

precipitation during the dry season.”

4.1.3 The arid zone I still don t understand why the authors don t use the models to
test the physical consistence of the mechanisms they hypothesize based on proxy
evidence. In addition, it’s very hard to distinguish the actual results section from an
alone standing discussion section or information that might be important to know
earlier e.g. the shortcomings of PMIPZ and PMIP3 presented on p 24 1l 4ff and other

model deficiencies.

Response: We feel that we do this adequately as we refer to the changes in
insolation and the subsequent response of both surface temperature and
convective precipitation to those changes. It is also clear that the increase in
insolation from September to November is driving the increase in
precipitation—as it is primarily convective precipitation that responds (i.e. the
thermally direct response). Conversely, the reduction in December-March
insolation corresponds with a reduction in convective precipitation (i.e.
thermally direct response). The magnitude of the reduction of precipitation in
January to March is larger than that of the September to November increase,
which is consistent with the proxies suggesting a precipitation reduction in the
northern half of the arid zone (as we state). Again, in the southern arid zone
there is an increase in October to December precipitation that is primarily from
an increase in convective rainfall (direct response to increased solar radiation).
Given the weakening of the westerlies, it seems unlikely that the increase in
precipitation is from mid-latitude systems; however, in order to diagnose this, a
cyclone-tracking algorithm would need to be performed on all model data. That
is beyond the scope of this synthesis paper and should be an area of future work
and we will refer to that in the future work section. Finally, regarding the section
wording—we will move much of the “results” parts of the discussion into the
results (outlined in the “Restructuring” statement at the end of the responses) to

shorten the paper and focus only on the seasonal cycle and convection in this



section. Nevertheless, the discussion of the model shortcomings should remain
in the discussion. The discussion is there to discuss the results in the context of
known processes, which includes an acknowledgement of those processes in the
literature. An earlier discussion of the PMIP2/3 models and their limitations

before this point would further (and unnecessarily) lengthen the paper.

4.2 Model-proxy conflict p25, 1. 31ff: I find it a quite strong argument that just
because the authors see “more confidence” in the proxies the models are being
flagged wrong. The authors use a very large bandwidth in the complexity of models
ranging from EMIC-type to comprehensive Earth System Models. I would expect a
more detailed discussion if one could discriminate differences in between the
models concerning their ability to simulate ENSO and if so, whether there is
conceptual/technical reasoning, for instance related to the resolution of the

according ocean model.

Response: This study only uses 1 EMIC-type model (ECBILT). All others are
ESMs/GCMs and therefore the one EMIC should not have a significant impact on
the results as it is considered in the context of all the other models. More
importantly however, it is clear from the literature (as cited in the paper) that
the models also share characteristic errors that occur in both CMIP3 and CMIP5
i.e. cloud errors over the Southern Ocean and the cold tongue bias in the Tropical
Pacific. We simply use the previous literature to help provide an explanation for
the disagreement between the models (known errors) and the proxies (which
we have more confidence in in these instances). An investigation into the
representation of ENSO in individual models is a separate piece of work that
should standalone and is beyond the scope of our paper (and could be future
work). Furthermore, the investigation of ENSO in the individual models is
already provided through the papers we cite in the text. Ultimately, our
conclusion is that the errors discussed widely in the literature are actually made
worse in the mid-Holocene. The error enhancement of the cold tongue bias is
caused by the stronger south-east Asian monsoon (driven by the insolation
changes) acting to strengthen the existing anomalously strong equatorial Pacific

easterlies in the models.



p 26 11 ff: Here again the authors begin a discussion about model deficiencies that
should be placed elsewhere (e.g. in the general introduction) but not in the results
section. Moreover, a distinction on the different complexity levels and resolution of

the models should be clearly taken into account in their evaluation.

Response: The authors feel strongly that the place to discuss any literature
relevant to the modelled processes we describe is in the discussion. If we were to
incorporate the discussion as part of a general “literature review” in the
introduction then it would lengthen the paper considerably. By the time a reader
reaches the discussion section we would have to repeat the evaluation from the
introduction again in to provide context for the results we present. Such
repetition is unnecessary. We feel that an introduction should only introduce the
background to the work undertaken (and its rationale) but should not pre-empt
the physical processes that are highlighted in the discussion. By discussing it in
the introduction we would be explaining the results before actually showing
them. Instead, we present the results and then use the literature (and other
figures) to explain them. Whether the reader encounters it in the introduction or

the discussion is purely a matter of style.

Future directions: This section mirrors the (mostly) conservative nature of the
authors’ team to maintain their strategies for future directions, neglecting
innovative methods to robustly and consistently compare data and models. For
instance, it does not make any difference running longer simulations with the same
models on their performance - their biases will still remain, also for ENSO
dynamics. Even dynamical downscaling can only improve results over regions
where there is some confidence in the driving model to realistically simulate the
large-scale circulation at the lateral boundaries. Also the mentioned calibration of
proxies will often fail because of the coarse temporal resolution of the proxy and
it’s ability to record to a high degree meteorological entities. Even if it would be
nice to have this at hand, most of proxies presented in the study are not suited

given i) the short length and availability of meteorological observations over the



study region for calibration and ii) the complexity (and partly inability) for the

inverse modelling of meteorological data based on proxy data.

Response: The authors understand the points the reviewer raises and we would
like to include the following reasoning for our suggestions. The reasons we chose
our future directions to be are:

1. Running longer simulations will bring the models in line with other
methods of evaluating past climatic states. For example, comparing
climatic conditions between consecutive periods e.g. compare 21 ka with
14 ka, 9 ka with 14 ka, 5 ka with 9 ka etc. (as done in Reeves et al., 2013b).
In running a model transiently through these time periods we can do an
equivalent analysis and perhaps separate out the processes the models
can represent well from those that they cannot.

2. For our suggestion to run high-resolution model simulations, we were
primarily thinking about improving our ability to evaluate climatic change
in mountainous regions that are sensitive to the direction of the incident
flow and its strength (e.g. Tasmania and the Great Dividing Range). Such
simulations would help us to see how the Southern Hemisphere
westerlies (or other processes, e.g. convection) impact on past climate in
topographically diverse regions. We could also bias correct the forcing
model to improve the simulated climate in the RCM, which should negate
some of the problems the reviewer describes.

3. Both this exercise and the Aus2k efforts have highlighted that although
we have some excellent palaeo-records, they are held back by the poor
dating resolution and/or lack of seasonally-resolvable signatures. In
many cases resampling the sites or re-analysing the records could quickly
address this.

Overall, we do see that maybe we were a little conservative in our suggestions
and so we intend to extend the future work section considerably in a revised
version of the manuscript to incorporate the suggestions from the reviewer. We
will also incorporate the discussion of the new literature that the reviewer has
suggested with respect to the modelling (by using some of the discussion

presented at the start of our responses with respect to those papers).
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Restructuring

This part outlines the restructuring that we aim to do to answer several of the
key points the reviewer raises above. The authors feel that is would enhance the
paper and make it more focussed. The authors do feel however, that the sections
removed be included as a “Supplementary Material” section. The main reasons
for this are:

1. Such a synthesis study has not been undertaken before and so having the
analysis attached to the paper (as a supplement) will be useful to allow
others to repeat our investigation (and validate or verify our
conclusions).

2. There are interesting features in the analysis (primarily related to the
seasonal cycle and southern Ocean clouds/ocean processes) that may

provide a suitable background from which to perform further analysis.

The authors would do the following:
A. Remove section 4.1.1 and Figure 6 from the main paper and put them in
the supplementary material. We will also show the seasonal change in
circulation (annual, warm and cold seasons) across the Tropical North

West in the Supplementary Material to explicitly show the circulation



changes that are referred to from the old Section 4.1.1. We have included
that plot at the bottom of this response to show what we intend to
include.

B. Remove Section 4.1.4 from the main paper and put in the supplement.
This section does not add much to the paper, as there are few proxy
measurements to back up the model interpretation. We will either state
this issue in the results or conclusions section and also refer to it in the
future work section (i.e. to resolve things better there). We will suggest
that any reader looks at the supplement for a short discussion though.

C. Remove the boxes relating to the Northern Southern Ocean region in
Figure 10 and any reference to that region in the discussion. We will move
the boxplots and references to the Northern Southern Ocean into the
supplementary material and the results section.

These three parts of the discussion are primarily associated with the places our
statistical interpretation is somewhat ambiguous. Nonetheless, the discussion
given is still a useful source of information for subsequent users of PMIP2 and

PMIP3 (and even PMIP4) data.

Regarding the results, the authors can see there is repetition and the idea was to
quickly recap the results to lead into the discussion; however, we accept that this
could be done differently (and more concisely) and we will address it. We intend
to start each of the results sections with the proxy interpretation and then refer
to the model estimates. That should focus the paper towards the places where
we have adequate proxy coverage. In the other areas, we will state the
temperature and precipitation changes if they are significant in the models and
then refer to those places in the final conclusions section as regions to find more
data. We would integrate the following into the results and remove most of the
wording from the discussion:
A. Section 4.1.2 paragraphs 1 and 3 along with the first 3 sentences of
paragraph 4.
B. Paragraph 2 in Section 4.1.3.
All references to the NSO region in 4.1.4.



The authors would keep the discussions in 4.2.1 and 4.2.2 almost unchanged as
the points raised there are important for the overall ability of models to simulate
important aspects of the climate system that are known to be poorly represented
(and further verified in this paleoclimate synthesis). The authors will also
endeavour to discuss only those features (temperature and precipitation) that
are important and significant. Other features that may be interesting or useful

for readers will be placed in the supplement.

The authors also propose to put the current Figures 4 and 5 in the
supplementary material too and only state the seasonal values for temperature
and precipitation (and model agreement) in the text if there are proxy data to
compare with. We will also refer to these supplementary figures from the new
results section and also in the future work section. This will allow us to highlight
only the key regions that have seasonally resolved proxy data in order to
showcase their importance for comparison with the model output. Removing
these figures will make the paper more concise; however, we believe it is
necessary to keep them in a supplement in order for others to view them if they

wish to progress this work further.

Finally, with respect the to future work section, we will think bigger in terms of
what should be done with the proxies and extend that section somewhat. As for
the models, we will incorporate the references the reviewer suggests at the start
of the review and include a discussion of those options too. We will also clarify
our given suggestions by explaining why they should be undertaken (as

described in the response to the reviewer’s “Future directions” comment above).
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Figure TNW: The multi-model mean circulation over the Tropical North West

Domain for the 0 ka simulations’ (a) annual mean, (b) October-March (WRM)
season mean and (c) April-September (CLD) mean. Corresponding figures for
the 6 ka simulations are plotted in (d)-(f) with the differences (d minus a, e
minus b and f minus c) plotted in (g)-(i), respectively. The change from relatively

moist northeasterlies to relatively dry southeasterlies can be seen from WRM to



CLD in both the 0 ka and 6 ka simulations. The slightly stronger northeasterlies
in WRM (Figure (h)) are consistent with the slight increase in precipitation for
TNW in October to March (as can be seen in the seasonal cycle plot, Figure 6 in
the original version of the paper). The models are therefore consistent with the
literature and our assessment. This figure will be included in the supplementary

material too.



